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ABSTRACT
The progress of nanotechnology is paving the way to the emerging concept of wireless nanosensor network (WNSN). In fact, it is now possible to create integrated machines at the nano scale, which interact on cooperative basis using wireless communications. The research in this field is still in an embryonal stage and the design of the WNSN protocol suite represents a fundamental issue to address. Therefore, an open source simulation framework for WNSN would be highly beneficial to let research activities converge towards participated design methodologies. In an our recent work, we presented a new NS-3 module, namely Nano-Sim, modeling WNSNs based on electromagnetic communications in the Terahertz band. In its preliminary version, Nano-Sim provides a simple network architecture and a protocol suite for such an emerging technology. In this paper, we significantly improved our previous work in several directions. First, we have extended the tool by developing a new routing algorithm and a more efficient MAC protocol. Moreover, focusing the attention on a WNSN operating in a health monitoring scenario, we have investigated how the density of nodes, the transmission range of nanomachines, and the adoption of specific combinations of routing and MAC strategies may affect the network behavior. Finally, a study on Nano-Sim computational requirements has been also carried out, thus demonstrating how the developed module guarantees great achievements in terms of scalability.

Categories and Subject Descriptors
I.6.5 [Simulation and Modeling]: Model Development—Modeling methodologies; I.6.7 [Simulation and Modeling]: Simulation Support Systems—Environments

General Terms
Algorithm, Design, Performance, Verification
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Nanoneetworks, wireless nanosensor network, Modeling, Simulation, Performance Evaluation

1. INTRODUCTION
In upcoming years, the innovation process triggered by nanotechnologies is expected to foster the development of integrated devices, also known in literature as nanomachines (or nanodevices), with size ranging from one to few hundred of nanometers, very well suited for ICT, biomedical, industrial, and military applications [1]. Due to its limited capabilities, a nanodevice may only execute simple sensing, computing, actuation, and information storage tasks, but this limit can be overcome considering more nanodevices operating in a coordinated fashion and communicating each other [2]. In this way, the overall capability of many of them can be strong enough to create a wireless nanosensor network (WNSN), which can be very useful in several domains.

However, the way information should be exchanged at the nano scale has not yet been defined for all. Indeed, even if four different communication modes (i.e., nanomechanical, acoustic, molecular, and electromagnetic) have been presented in literature, only those based on molecular diffusion and electromagnetic (EM) radiation seem to be the most suitable for really building a WNSN [4].

We remark that the research on nanonetworks is still ongoing and, for the time being, it has been mainly focused on the characterization of the channel at the nano scale. Important contributions are provided in [3] and [10], where sophisticated models for both molecular and EM communications as well as the estimation of the maximum channel capacity have been discussed. Today research, starting from these significant results, as well as considering the general architectural guidelines in [2], is exploring protocol stacks, network architectures, and channel access procedures that could be adopted later on when the technology will be ready to the market.

In this context, a flexible simulation tool would be highly beneficial to support and let research activities converge towards common goals. At the time of this writing, several tools, such as NanoNS [8], NSSim [13], and the one proposed in [7], have been explicitly conceived for diffusion-based molecular communications. However, we have re-
ently presented in [16] an open source simulator for EM-based nanonetworks, namely Nano-Sim, developed within the Network Simulator 3 (NS-3) platform\(^1\). Despite this module poses the basis for the design and the evaluation of more complex network architectures, protocols, and algorithms related to WNSNs, it offers a protocol stack composed by a very simple Media Access Control (MAC), a routing module based on the selective flooding strategy, and a generic unit for generating and processing messages.

In this paper we notably improved our previous contribution in several directions. First of all we extended Nano-Sim by implementing a more efficient MAC layer and a new random routing algorithm. The selective flooding routing scheme has been ameliorated in order to avoid duplicate forward operations of the same packet, thus preventing an excessive waste of bandwidth. In addition, we carried out a more thorough performance evaluation of a health-monitoring scenario where nanodevices are diffused into an artery for collecting information about chemical particles and biological functions. In this study, several relevant features have been analyzed to highlight the impact of the density of nodes, the way the transmission range of nanomachines may affect the behavior of the monitoring system, and the performance gain deriving from the adoption of specific combinations of routing and MAC strategies. Finally, a significant scalability study on the computational requirements of Nano-Sim has been also conducted.

The rest of this paper is organized as follows. Sec. 2 describes Nano-Sim as well as summarizes open issues related to WNSNs. The performance evaluation of a health-care system, as well as the scalability test, have been presented in Sec. 3. Finally, Sec. 4 draws the conclusions and discusses planned upgrades of the proposed module.

2. MODELING EM-BASED NANO NETWORKS

Nano-Sim has been developed on top of NS-3, an emerging discrete-event and open source network simulator, designed for replacing the popular NS-2 in both research and educational fields. It has been conceived in a modular way to enable graceful upgrades in the future. In addition, its code is freely available under the GPLv2 license to boost its diffusion in the research community [15]. For this reason, we believe that implemented network architecture and protocol stack represent a valid starting point for researchers interested in evaluating novel nanonetworking solutions.

Fig. 1 shows the UML diagram of the most important classes that compose the module, emphasizing the relationship they have with the NS-3 core. It is important to remark that the diagram only reports the most important data members and functions. Some details about relationships among objects have been omitted due to limited space.

The following sub-sections provide a comprehensive presentation of Nano-Sim features, with a major emphasis on the potential contribution it could provide to the study of WNSN open issues.

2.1 Network Architecture

The definition of a novel network architecture for WNSNs is crucial to support the communication among nanomachines, as well as their interaction with the external world, e.g., Internet. As suggested in [2], a generic WNSN should be composed by three kinds of nodes (they may have a fixed position or could be mobile according to the application):

- **nanonodes**: small and simple devices with very limited energy, computational, and storage capabilities. They can be diffused into a target area for capturing and providing information about the environment.
- **nanorouters**: nano devices having sizes and resources larger than previous ones. They are in charge of aggregating and processing information coming from nanonodes as well as controlling their behavior by means of short control messages.
- **nanointerfaces**: most complex nodes able to act as gateways between the nano and the micro scale world, that is they connect the WNSN to the rest of the world. They should be able to convert WNSNs messages to a conventional network system (i.e., WiFi, cellular networks, and so on) and vice-versa.

WNSNs can be adopted several domains, such as biomedical (e.g., health monitoring and drug delivery systems), environmental (e.g., plants monitoring and plagues defeating systems), industrial (e.g., ultrahigh sensitivity touch surfaces and interconnected offices), and military (nuclear, biological and chemical defenses and damage detection systems) [1]. We remark that, according to the application, each of the aforementioned nodes could have a fixed position or could be mobile. For example, in an industrial scenario we can assume the presence of nanomachines in strategic locations for detecting some parameters such as the intensity of the light, the movement of objects and people, the presence of specific chemicals in the air, and so on.

In this case, all nodes maintain their position during the lifetime, so that the topology of the WNSN is static. On the opposite, in the health-care scenario, we could suppose the presence of nanonodes in a body (i.e., within an artery) able to measure some biological parameters. Despite both nanorouters and nanointerfaces could be placed in particular points of the body, nanonodes should be able to move within the medium (i.e., in our example following the direction of the blood), thus leading to a WNSN with a dynamic topology. For all the envisaged scenarios, the network configuration, the number of nanomachines, the communications among nanonodes, the interactions between them and nanorouters, and the nanointerfaces between a WNSN and the Internet still need to be investigated. Moreover, the design of the entire communication architecture should be carried out taking into account the specific scope of a WNSN: one size fits all solutions cannot be deployed because application domains entailed by such technology have very different requirements.

We modeled within Nano-Sim all the aforementioned kinds of nanomachines, providing, for each of them, basic functionalities that could be improved and customized depending on the scenario to be investigated. Furthermore, the possibility to evaluate both static and mobile scenarios is supported thanks to the integration of all the mobility models (i.e., constant position, constant acceleration, constant velocity, random walk, random direction, and random waypoints) already available in NS-3.

In Nano-Sim a device, which is identified by an unique Dev-ID, has been conceived as a container of several entities,
such as the message processing unit, the network layer, the Media Access Control (MAC) entity, and the PHY interface. Since the TCP/IP suite cannot be directly adopted in WNSNs [2], we proposed a prototype protocol stack, which is general enough to be considered as a starting point for future optimized solutions.

The task of generating and processing messages is delegated to the Message Process Unit, which can be finely tuned based on the application requirements. The module holds a constant bitrate source that creates periodically fixed-length packets (both interarrival time and packet size can be modified by the user), as it should be the case of WNSNs [2]. Once a new message is created, the Message Process Unit sends it through the protocol stack to the physical (PHY) interface. On the contrary, when a new packet is correctly received from the channel (i.e., no collisions are identified by the PHY interface), it will be delivered to the network layer that will verify if the message has been sent to the node. If so, the application data will be delivered to the Message Process Unit for processing. Otherwise the network layer could decide, according to the routing algorithm, to forward the packet.

2.2 The Network Layer

The network layer is in charge of addressing and routing issues. In a WNSN, since nanomachines communicate at the physical layer with very limited transmission ranges, it should be essential to establish a multi-hop path between the sender and the receiver. Hence, the routing algorithm should efficiently handle multi-hop connections. To limit the complexity of routing operations, the WNSN could be organized following a hierarchical architecture [2].

We remark that in a WNSN a message can reach the destination after traversing hundred of nanodevices, this justify why it requires a so high default TTL value.
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added into the network header for indicating if the message should be delivered to the nanointerface or to nanonodes forming the WNSN. Also in this case, its value is provided by the Message Process Unit generating the message. When the network layer receives a packet from the MAC, which is not directed to the receiving node, it will be forwarded again downstream according to the aforesaided routing strategies.

The selective flooding routing: a node, receiving a message from the upper layer (i.e., by the Message Process Unit it hosts) or from another device through the physical interface, sends the packet to all the devices within its transmission range. In this way, each message generated by a nanonode is suddenly propagated within the WNSN. A similar approach has been already suggested in [4] for molecular-based communications. To prevent an excessive waste of bandwidth, it is very important to avoid duplicate forward operations of the same packet. We remark that each message can be uniquely identified by the pair [packet ID, source Dev-ID]; hence, keeping in memory the pair [packet ID, source Dev-ID] associated to latest received messages, a node could not re-transmit packets already received in the past. As default, each nanomachine stores information about at most 20 received packets. In addition, we conceived a further mechanism for reducing the amount of messages sent into the network: with reference to the hierarchical architecture of a WNSN, we imposed that each node must not forward messages in the opposite direction of the destination. In detail, in the case the message is directed to the nanointerface, nanonodes cannot forward the packet if it has been sent by a nanorouter. On the other hand, instead, nanorouters cannot handle a packet received by any nanonodes when the message it contains is directed to latter ones.

The random routing: a nanomachine that has to send a packet selects randomly the next hop among its neighbors. Such an algorithm could be adopted for point-to-point communications, like those between a nanonode and a nanointerface. The random routing assumes that each node knows all the devices within its transmission range. Hence, it must work in couple with a specific MAC strategy able to discover this kind of information; the implemented MAC protocol performing such feature, namely Smart-MAC, will be described below. Whereas the major issue related to the selective flooding approach is to avoid duplicate forward operations, the most important challenge characterizing the random routing algorithm is to prevent the creation of network loops in the multi-hop connection. To this end, each device should avoid to consider as next hop nodes that have already been selected as next hop in the past for a given packet. This task is allowed by keeping in memory the pair [packet ID, next hop Dev-ID] associated to the latest sent messages. Similarly to the previous case, each node stores, as default, information about at most 20 sent packets. To accelerate the delivering of messages to the nanointerface, a nanonode tries to select a nanorouter as the next hop. In fact, it verifies, at the beginning of routing operations, the presence of one or more nanorouters among its neighbors and then it randomly chooses one of them, subjected to the constraints imposed by the previously described loop avoidance scheme. Otherwise, if no nanorouters in the neighborhood are identified, it has to send the packet to a nanonode. From another hand, since we consider only communications between nanonodes and nanointerface, we imposed that a nanorouter cannot choose a nanonode as the next hop. As a final consideration, we remark that a given device could not be able to select a next hop because it has not any neighbors or nodes within its transmission range cannot be considered according to the constraints imposed by the routing algorithm itself. In this case, the packet will be enqueued at the MAC layer and the routing protocol will delegate the MAC entity to select the next hop in the future (see the description of the Smart-MAC strategy).

2.3 Channel access procedures

For all wireless technologies, the design of a channel access procedure is a very difficult task. In a WNSN, it becomes even more critical due to the very high number of nodes expected in such systems. In this context, protocols requiring the synchronization among nodes are, in general, not recommended [2]. In addition, considering that the most suitable transmission techniques are based on pulse-based communications (more details will be provided in next sub-section), approaches based on carries sensing strategies, like the Carrier Sense Multiple Access (CSMA), cannot be applied due to the lack of a signal to sense. Therefore, asynchronous MAC algorithms are the best candidates for a WNSN: they allow packet transmission without any channel contention. Moreover, thanks to their very low computational requirements, asynchronous MAC schemes are also easy to implement on resource constrained nanodevices.

In line with these premises, we implemented at the MAC layer two different asynchronous strategies: Transparent-MAC and Smart-MAC. We decided to not include further headers at the MAC layer: all information useful for delivering messages to the destination node are included within the header added at the network layer.

Smart-MAC: it represents a more efficient algorithm. A packet received from the upper layer is not immediately delivered to the physical interface, but it is stored into a dedicated queue. Before transmitting it, the MAC exploits a handshake procedure for discovering nanomachines within its transmission range. If at least one node is found, the packet is sent to the PHY layer. Moreover, if the random routing algorithm is enabled and the next hop has not been yet selected (see the previous sub-section for details), the MAC layer chooses it randomly among nanomachines within its transmission range. In the case the node has not any neighbors, the MAC entity applies a random backoff delay prior to starting again the handshake procedure. It is worth to note that this delay is uniformly extracted in the range [minimum backoff time, maximum backoff time], whose boundaries can be modified by the user. Finally, in the presence of multiple enqueued packets, each new transmission is scheduled after a specific time interval, which is computed through the same backoff mechanism. This additional technique has been introduced for reducing the probability to have physical collisions.

2.4 Channel and Physical models

Nanoantennas may support EM communications in the Terahertz band (i.e., 0.1 ÷ 10.0 THz). The entire spectrum can range from a few hundred of gigahertz to almost 10 THz,
thus enabling a channel capacity in the order of few terabit/s and a transmission range that cannot exceed few tens of millimeters. [10]. Due to the size and energy constraints of nanomachines, classical communication techniques based on the transmission of signals with long duration, which are typically adopted in wireless sensor network (WSN) [14], cannot be used in a WNSN. Considering the huge capacity of the Terahertz channel, a valid solution is to exchange very short pulses (i.e., each one lasting some femto or pico seconds) spread over the entire spectrum. The most promising modulation scheme allowed for the nano technology, is the Time Spread On-Off Keying (TS-OOK) [11]. With TS-OOK, a logical 1 is transmitted by using a short pulse and a logical 0 is encoded as a silence. It is important to observe that this scheme is able to ensure, at the sender side, both high energy and communication efficiency. For what concern the receiver, instead, it just should be equipped by an energy detection system in order to notice the presence or the absence of a pulse. Due to technological limitations (i.e., the communication unit can work only with a very low duty-cycle), the only drawback affecting the TS-OOK modulation scheme is that the time between two consecutive pulses should be much longer than the pulse duration. On the other hand, it offers two important advantages. Firstly, it does not require that nanodevices should be synchronized before starting the transmission of the packet. Moreover, it causes the sharing of the medium among multiple users. In fact, since the time between the transmission of two consecutive pulses has to be much longer than the pulse duration, several nanodevices can concurrently send sequence of pulses which are slightly time-shifted, without incurring in collisions.

TS-OOK parameters (such as the duration, the transmission frequency, and the energy of pulses) need to be carefully tuned according to the application scenario and to the upper layers of the protocol stack. To this aim, Nano-Sim provides a PHY layer based on TS-OOK and allows its parameters to be easily adjusted based on the user needs.

The characterization of the channel at the nano scale has been discussed in [10] and [9]. These works demonstrated that the maximum channel capacity depends on the medium composition, the distance among nodes, the power transmission capability of a nanomachines, and TS-OOK parameters. As a consequence, a WNSN must be accurately designed taking into account all properties of the scenario of interest and of the target behavior that have to be reached for the considered system.

At the time of this writing, Nano-Sim models the impact of the channel behavior by means of the the knowledge of the physical transmission range (note that the same approach is frequently adopted by other famous simulators like NS-2 and Omnet++) During the simulation, due to the limited transmission range that we expect at the Terahertz band, nanomachines will be split in different broadcast domains. For this reason, the channel can deliver a packet to a given node (thus triggering the reception procedure at the PHY layer) if its distance with respect to the source does not exceed the transmission range threshold. An user can exploit sophisticated channel models, like those presented in [10] and [9], for properly setting the transmission range of nanomachines and some physical parameters. Then, focusing the attention on a specific application field of its interest, he can test performances of the WNSN and the protocol stack devised by itself from a system level point of view.

Anyway, in order to favour future upgrades of the developed module, we have implemented channel and physical entities by extending libraries provided within the Spectrum Framework [5]. With the Spectrum Framework, in fact, it will be possible to implement more complex models that may model the selectivity of the Terahertz channel in both frequency and time domains.

According to the TS-OOK modulation scheme, the message is sent by means of a sequence of pulses. We remark that simulating the transmission and the reception of each single pulse would unnecessarily increase the complexity of Nano-Sim, due to the very high number of nodes belonging to a WNSN. For this reason, the packet transmission is handled at the system level as depicted in the following:

1. The MAC entity, after the channel access procedure, calls the method of the PHY interface which is in charge of packet transmission.
2. The PHY layer creates the data structure associated to the signal to transmit, storing details such as, the time instant when the transmission starts, the pulse duration, \( T_p \), the pulse transmission interval, \( T_i \), and the transmission duration, \( tx\text{Time} \). In particular, the total transmission duration, is computed as
   \[
   tx\text{Time} = [(L - 1) \cdot T_i] + T_p
   \]
   where \( L \) represents the packet length expressed in bits.
3. The aforementioned data structure is delivered to the channel and then sent to all the nodes which are in the transmission range of the sender.
4. The destination node handles the reception procedure. In particular, it verifies if there are physical collisions during the time interval required for receiving the packet, i.e., \( tx\text{Time} \). A collision occurs if pulses belonging to different transmissions overlap in the time domain. In order to detect this episode, a nanomachines stores transmission parameters (i.e., those listed at the point 2) associated to all active reception procedures. Once a reception procedure ends, the node exploits these parameters for re-building the sequence of received pulses during the time interval required for receiving the considered packet. In this way, it is able to evaluate the presence of overlapped pulses. If the packet is correctly received, it will be forwarded to upper layers of the protocol stack. Otherwise, all collided messages will be deleted.

3. PERFORMANCE EVALUATION

The aim of this section is twofold: first, it is intended for demonstrating the practical utility of the developed tool in the biomedical field, by studying a health-monitoring system based on WNSN. Then, it investigates the simulator scalability in terms of computational requirements (i.e., simulation time and memory usage) in order to understand Nano-Sim limits and forecasts future research.

3.1 Analysis of a Health-monitoring System

The WNSN we considered is composed by a number of nanonodes, nanorouters, and a nanointerface deployed in
Figure 2: The studied health-monitoring system.

Figure 3: PLR achieved in WNSNs with (a) selective flooding and *Transparent-MAC*, (b) selective flooding and *Smart-MAC*, and (c) random routing and *Smart-MAC* protocols.

Figure 4: Number of physical transmission handled in WNSNs with (a) selective flooding and *Transparent-MAC*, (b) selective flooding and *Smart-MAC*, and (c) random routing and *Smart-MAC* protocols.

Figure 5: Simulation time vs number of nanonodes.
an artery of the arm, whose length and diameter have been set to 30 cm and 1 mm, respectively [6].

At the beginning of the simulation, nanonodes are uniformly distributed within the first 15 cm of the artery. Then, they move along the artery following the direction of the blood at the speed of 20 cm/s [6]. Nanorouters are uniformly distributed inside the entire artery, whereas the nanointerface is deployed at the center of it. Both of them maintain their position fixed during the time.

All nanonodes are equipped with a sensing unit and are able to sense the surrounding environment and to collect information about chemical particles and biological functions. Starting from these measurements, they generate, periodically, messages that are sent, through multi-hop paths, to the closest nanointerface, which is connected to the health remote server by means of a IEEE 802.11 wireless connection (see Fig. 2).

Focusing the attention on the aforedescribed scenario, we studied the impact of the density of nanomachines and their physical transmission range on the behavior of the healthcare system. We tested three different protocol stacks composed by the following mix of routing and MAC algorithms: (i) selective flooding routing protocol with Transparent-MAC; (ii) selective flooding routing protocol with Smart-MAC; and (iii) random routing protocol with Smart-MAC. We note that the random routing cannot be adopted together with the Transparent-MAC strategy because, as highlighted in the previous section, it must work in couple with a MAC protocol able to discover nodes within the transmission range of the sender.

Simulation settings are summarized in Tab. 1. We remark that the PHY layer has been configured according to parameters suggested in [12]. In line with the study presented in [10], according to which the transmission range of nanomachines cannot exceed few tens of millimeters, we evaluated the network behavior for different values of transmission ranges, selected in the range $[0.001, 0.02] \text{ m}$.

Fig. 3 shows the percentage of packets that are not received by the nanointerface, i.e., the Packet Loss Ratio (PLR), measured for all the considered scenarios. The first interesting result is that the PLR decreases as the density of nanonodes and their transmission range increase because there are more chances to find a multi-hop path to the nanorouter. This finding is relevant and should be very carefully accounted for sizing a WNSN. In details, the transmission range equal to 0.001 m entails, independently from adopted routing and MAC protocols, as well as from the number of nodes, the worst results: the PLR is so high that it becomes unacceptable. This underlines that a WNSN cannot guarantee the delivery of messages between nanonodes and the remote server, and vice versa, when the composition of the medium (i.e., the blood in the considered example) and the characteristics of the physical interface allow very limited transmission capabilities. When the transmission range is equal to 0.005 m, the WNSN is able to deliver a higher amount of messages to the remote server. Moreover, a smaller and smaller PLR could be registered by increasing the node density. For higher transmission ranges, instead, the PLR is lower thanks to the capability of the WNSN to correctly establishing the multi-hop connection between the node generating the message and the nanointerface.

We can observe that, the adoption of the random routing algorithm leads to a slight increase of the percentage of lost messages. In fact, the random selection of the next hop may prevent some packets to reach the destination before the end of the simulation or before the expiration of the TTL. When the selective flooding strategy is adopted at the network layer, the Smart-MAC procedure is able to guarantee better performance (expressed in terms of a lower PLR) only in scenarios where it is very difficult to establish the multi-hop connection (e.g., see results achieved with the transmission range equal to 0.001 m). In this case, all additional mechanisms implemented with the considered MAC protocol could increase the probability to send messages to nodes that, being within the transmission range of the sender, are able to receive them correctly. However, no evident performance gains can be observed for other network conditions. Hence, we can conclude saying that the Transparent-MAC could be the best MAC scheme to use in couple with the selective flooding routing because it requires few computational capabilities. For the random routing, instead, the Smart-MAC is the only possible solution for the reasons already discussed in Sec. 2.

The number of physical transmissions handled in the WNSN has been pictured in Fig. 4. When the selective routing algorithm is used, physical transmissions increase with the density of nanonodes because there are more devices that generate messages to sent to the remote server. Moreover, the highest the transmission range, the highest the number of physical transmissions. This result can be justified considering that all nodes receiving a packet are allowed to perform forwarding operations and that the amount of these devices increases by enhancing the transmission range. In the case the transmission range of nanosensors is set to 0.001 m, the random routing algorithm registers the highest number of physical transmissions because the random selection of the next hop leads to longer multi-path connections. A different behavior is achieved for higher transmission range values: in these conditions the number of physical transmissions is

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>System parameters</td>
<td></td>
</tr>
<tr>
<td>Simulation duration</td>
<td>5 s</td>
</tr>
<tr>
<td>Density of nanonodes</td>
<td>$[0.5 - 2] \text{ nodes/m}^3$</td>
</tr>
<tr>
<td>Number of nanointerfaces</td>
<td>1</td>
</tr>
<tr>
<td>Number of nanorouters</td>
<td>50</td>
</tr>
<tr>
<td>Artery size</td>
<td>$10^{-2} \times 10^{-2} \times 1.15 \text{ m}^3$</td>
</tr>
<tr>
<td>PHY details</td>
<td></td>
</tr>
<tr>
<td>Pulse energy</td>
<td>100 pJ</td>
</tr>
<tr>
<td>Pulse duration</td>
<td>100 ns</td>
</tr>
<tr>
<td>Pulse Interalarrival Time</td>
<td>10 ps</td>
</tr>
<tr>
<td>TX range of nanonodes</td>
<td>$[0.001 - 0.02] \text{ m}$</td>
</tr>
<tr>
<td>TX range of nanorouters</td>
<td>0.02 m</td>
</tr>
<tr>
<td>MAC Backoff interval (only for the Smart-MAC)</td>
<td>$[0 \text{ ns}, 100 \text{ ns}]$</td>
</tr>
<tr>
<td>Network Layer</td>
<td></td>
</tr>
<tr>
<td>Initial TTL value</td>
<td>100</td>
</tr>
<tr>
<td>Message Processing Unit</td>
<td></td>
</tr>
<tr>
<td>Packet size</td>
<td>128 bytes</td>
</tr>
<tr>
<td>Message generation time interval</td>
<td>0.1 s</td>
</tr>
</tbody>
</table>
fewer than the one measured for the selective flooding algorithm. The reason is that for each sent packet only one node in the network (i.e., the next hop selected by the routing algorithm) can perform forwarding operations.

To summarize, the presented analysis demonstrates that the PLR is a critical issue in a WNSN. We found that the random routing is able to guarantee a good compromise between the registered PLR and the number of physical transmissions. Anyway, with the aim of further improving network performances, sophisticated MAC and routing strategies as well as a careful tuning of the network size are required. In general, an optimized trade-off among protocol complexity and network size is a relevant topic in WNSNs that Nano-Sim will help to solve in the future.

3.2 Scalability Test

To provide a further insight, we evaluate the scalability of the proposed module in terms of both simulation time and memory usage on a Linux machine with a 2.6 GHz CPU and 4 GBytes of RAM. We considered a WNSN with settings equal to those used before, focusing the attention to a sub set of transmission ranges. We have measured that the memory usage is always less that 250 MB and no significantly differences have been obtained when increasing the number of nodes. On the other hand, we observed that the simulation time (see Fig. 5) increases with the transmission range of nanomachines because there are more nodes able to receive and forward messages in a WNSN. Furthermore, among all considered protocol suites, the one exploiting the random routing at the network layer requires the lowest simulation time because of a limited number of physical transmission handled in the network. Finally, all results registered for the conducted tests represent, without any doubts, great achievements in terms of scalability.

4. CONCLUSION AND FUTURE WORKS

This paper presents some enhancements we added to Nano-Sim, i.e., an open source tool modeling WNSNs within the NS-3 simulator. Moreover, a deeply analysis on theoretical assumptions considered during the development of the module and a more complete performance evaluation of a WNSN operating in a health-monitoring system have been also provided. Thanks to its extremely modularity, Nano-Sim has all the characteristics to become a reference tool for researchers working in the area of nanonetworks. As next steps of our work, we plan to extend the simulator by implementing new features, e.g., more sophisticated routing, MAC, and PHY protocols and models. Furthermore, more complex applications in both medical and industrial fields will be also investigated. Finally, we will try to merge the module into the official release of NS-3.
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