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Abstract

The 802.15.3 standard is a reference point for high data-rate Wireless Personal Area Networks,

being able to support also multimedia applications with specific Quality of Service (QoS) requirements.

In a 802.15.3 piconet, a single piconet coordinator (PNC) distributes Channel Time Allocations (CTAs)

to devices associated to it, in order to provide the expectedQoS. The 802.15.3 standard does not specify

how this allocation should be done. To bridge this gap, we propose a dynamic CTA scheduling scheme

that provides bounded average delays to multimedia applications. The algorithm is based on a control

theoretic approach and acts in two steps: (1) each single DEVcomputes its transmission needs by

applying a control algorithm that targets empty transmission queues; (2) the PNC collects requests of

devices and allocates CTAs by taking into account the capacity constraints of the wireless channel. The

main properties and the tuning rules of the algorithm have been theoretically investigated. Moreover, in

order to provide a comprehensive performance evaluation ofthe proposed approach, realistic scenarios

with video, voice, and FTP flows have been simulated using ns-2. Results confirm that our scheduler

is able to satisfy the expected delay bounds in a wide range oftraffic loads.
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I. I NTRODUCTION AND RELATED WORK

The emerging 802.15.3 standard represents a reference point for high speed Wireless Personal

Area Networks (WPANs) [1], [2]. It can support multimedia applications with specific Quality

of Service (QoS) requirements in small geographic areas [2]. The basic set of a 802.15.3 WPAN

is the so called piconet, which is made by a single PicoNet Coordinator (PNC) and one or more

devices (DEVs) associated to it. Among other tasks, the PNC has to distribute the Channel Time

Allocations (CTAs) to devices (DEVs), i.e., the time interval in which DEVs have the right to

transmit. Such a distribution is made in order to fulfill the flow QoS requirements, subject to

capacity constraints of the wireless channel, but the 802.15.3 standard does not specify how

this allocation should be done. Therefore, the literature has recently proposed many scheduling

algorithms and Call Admission Control (CAC) schemes for supporting multimedia applications

in high-speed WPANs. It follows a review of the related work.

In [3], a CAC algorithm for high data rate WPANs is proposed for supporting multimedia

applications. The admission scheme, which has been referred to as Reservation Based and

Revenue Test CAC with Bandwidth Reallocation, is based on bandwidth satisfaction, revenue

rate, and bandwidth reallocation cost functions. Main advantages of this scheme include the

maximization of the overall bandwidth satisfaction and theadmission with guaranteed priority

level of multiple class of services with different bandwidth requirements.

In [4], a scheduling mechanism that simultaneously utilizes the multiple channels available

in UWB based networks for IEEE 802.15.3 WPANs has been presented. It also employs a

distributed dynamic channel allocation algorithm to efficiently allocate channels to neighboring,

interfering piconets. Assuming Poisson traffic, it is shownthat the simultaneous use of multiple

channels increases the throughput and reduces the average packet delay.
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In [5], the VBR-MCTA scheduling algorithm is proposed and two optimizations are also dis-

cussed, namely VBR-Blind and VBR-TokenBus. The rationale of VBR-MCTAis to allow many

flows to share the same CTAs, exploiting the StreamGroupID feature and the new Relinquish

command that gives the opportunity to a CTA owner to pass the control of its CTA to another

device. By allowing streams belonging to a common StreamGroupID to multiplex packets in

each other CTAs, a PNC only needs to allocate CTAs by taking intoaccount the mean rates of

the streams. In order to arbitrate the access to unused portions of allocated CTAs, VBR-MCTA

collects traffic requirements of devices using MCTAs. With VBR-Blind, devices gain ownership

of a unused portion of a CTA in a round-robin manner. VBR-TokenBus, instead, sorts devices

using a ranking criterion, such as queue length, and the device with the highest rank is then

given ownership. After this device has finished, the remaining time in the CTA is passed to

the next device in the sorted list. Using computer simulations, the paper demonstrates that the

proposed algorithms offer a real-time service in scenarioswith less than 10 nodes.

In [6], a novel MAC protocol for high data-rate WPANs has been proposed to maximize

the throughput and minimize delays in presence of multimedia traffic. The key feature of the

approach is to choose in an adaptive way the amount of time that should be assigned to each

type of traffic. The effectiveness of the proposed algorithmhas been demonstrated in network

scenarios composed by 4 nodes hosting CBR and WWW traffic sources.

In [7], a dynamic channel time allocation algorithm, calledfeedback-assisted channel time

allocation (FACTA), is reported with the goal of providing delay guarantees to MPEG video

streams in the high-rate WPANs. FACTA requires modifications to the standard superframe

structure in order to transmit at the end of a superframe feedback control packets of short

duration that deliver dynamic parameters for channel time requests from DEVs to the PNC.

FACTA outperforms an analogous algorithm proposed in [8] in network scenarios with MPEG-4

video flows for several load levels.

In [9], assuming that a numberc of CTAs are allocated for current transmissions, a queuing

modelM/M/c is used to design a scheduling scheme for both reducing the average waiting for
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new devices and meeting the QoS requirements of multimedia flows. No simulations including

multimedia traffic are reported to assess the effectivenessof the scheme in realistic conditions.

In [10] a link-layer scheduling algorithm has been designedusing a control theoretic approach.

The algorithm distributes CTAs exploiting transmission queue lengths of DEVs as feedback

signal. Network induced delays in the control system have not been considered. The performance

of the algorithm have been evaluated only in presence of MPEGVideo traffic.

The works listed above have some drawbacks that justify our proposal and the research about

scheduling in 802.15.3 networks. In particular, the main lacks of existing schemes are that: no

explicit mention to expected delay bounds is provided [3]-[6], [10]; unrealistic traffic models

have been used [4], [9]; modifications to the 802.15.3 standard are required [7], [8]; only network

scenarios with homogeneous multimedia traffic sources havebeen considered [4], [7], [9], [10].

To overcome these drawbacks, the present work proposes a newdynamic CTA scheduling

scheme, fully compliant with the 802.15.3 standard, that aims to provide bounded average delays

to multimedia applications. The algorithm is based on a control theoretic approach and acts in two

steps: (1) each single DEV computes its transmission needs (i.e., CTAs) by taking into account

its transmission queue length; (2) the PNC collects requests of DEVs and allocates CTAs by

taking into account the capacity constraints of the wireless channel. The main properties and the

tuning rules of the proposed algorithm have been theoretically investigated. Moreover, in order

to provide a comprehensive performance evaluation of the proposed approach, realistic scenarios

with video, voice, and FTP flows have been simulated usingns-2, confirming that our scheduler

is able to provide services with bounded average delays to multimedia applications in a wide

range of traffic conditions.

The rest of the paper is organized as follows: Section II gives an overview of the 802.15.3

Medium Access Control (MAC); in Section III, our CTA schedulingalgorithm is presented;

Section IV shows simulation results; finally, last Section draws the conclusions.



5

II. OVERVIEW OF THE 802.15.3 MAC

IEEE 802.15.3 defines physical layer and MAC specifications for a high data rate WPAN

[2]. The basic set of a 802.15.3 network is the so called piconet, which is a wireless ad

hoc data communication system that allows a number of independent data devices (DEVs)

to communicate to each other, by following a peer-to-peer paradigm. Both isochronous and

asynchronous data transfer are supported. Isochronous data transfer is used to support flows

with specific QoS requirements, whereas asynchronous transfer is used for flows without QoS

requirements. One DEV of the piconet is required to assume the role of piconet coordinator

(i.e., the PNC) that is responsible for timing, traffic scheduling, and QoS management. Time

is seen as an endless sequence of superframes (Fig. 1), each one consisting of three parts: a

beacon, an optional Contention Access Period (CAP) and a Channel Time Allocation period

(CTAP). The beacon frame, transmitted by the PNC at the beginning of each superframe, is

used to broadcast management and scheduling information. The CAP is used for transmission of

commands and asynchronous data (i.e., traffic with no specific QoS requirements); during this

interval channel is accessed by using the well-known CarrierSense Multiple Access/Collision

Avoidance (CSMA/CA) scheme [1]. The CTAP is used for both asynchronous and isochronous

data; it is made of Channel Time Allocations (CTAs) used by DEVsfor transmitting their data

and of optional Management Channel Time Allocations (MCTA) for command frames. In each

superframe, during the CAP, devices request CTAs for the next superframe to the PNC which

is responsible for their allocation.

 
Superframe #n-1 Superframe #n Superframe #n+1

MCTA
1

MCTA
2

CTA 1 CTA 2 … CTA n-1 CTA n

Contention
Access
Period

Beacon
Channel Time Allocation Period

Fig. 1. 802.15.3 superframe structure.

All data in a 802.15.3 piconet are exchanged following a peer-to-peer paradigm. There are
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two methods to transfer data among DEVs: sending small amounts of asynchronous data in the

CAP, if available, or using CTAs in the CTAP for isochronous or asynchronous data. If a DEV

needs to transmit on a regular time basis, an isochronous channel time is requested (Fig. 2); note

that, in particular, this kind of channel time allocation iswell suited when real-time bounded

delay services are required. In details, for CTA creation theDEV sends a Channel Time Request

command (CTRq) to the PNC during the CAP, declaring the minimum and the desired channel

time in term of number of time units (TUs). The TU length is calculated according to the frame

length, the channel bandwidth and the ACK policy adopted. ThePNC responds with a Channel

Time Response command and, if channel time is available, it assigns to the DEV a number

of TUs for the stream. Finally, the PNC broadcasts all the CTA allocations in the next beacon

frame, specifying their starting time (an offset from the start of the beacon) and duration. If the

bandwidth requirements change, the DEV sends a new CTRq message. Isochronous streams do

not expire until they are terminated by either the source DEV, or the destination DEV, or the

PNC.

Unlike isochronous streams, for an asynchronous data transfer the channel time allocation is

requested for the total amount of time needed by the data transfer itself. This kind of request

will be scheduled whenever the PNC is able to fit it in a superframe, according to a best effort

approach.

 

Channel
Time Request
(CTRq)

ACK

Resource
Available

Channel
Time Response

ACK

Source DEV PNC

Fig. 2. Message sequence chart for creating and modifying an isochronous stream CTA.
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III. SCHEDULING CTAS

In this section, our new scheduling algorithm for providingservices with bounded average

delays to isochronous streams is designed. Similarly to [11], the classic discrete-time feedback

control theory has been employed. The algorithm is based on on the possibility of DEVs to

explicitly request CTAs to the PNC. In particular, during eachCAP, the PNC: (1) collects CTRq

packets from DEVs, containing CTA requests for the next superframe; (2) computes the CTA

allocations for the next superframe by taking into account capacity constraints. These allocations

are then advertised to all DEVs at the beginning of the next superframe.

A. Superframe formation

We refer to a piconet system made of a PNC and a set of DEVs, eachone with a queue fed by

a stream (isochronous or asynchronous). The superframe structure is composed by the beacon,

the CAP, and a set of CTAs. At the beginning of each CAP, devices hosting an application with

QoS requirements send CTRq commands to the PNC, asking for the CTAduration they need.

If a DEV is not able to send the CTRq frame due to the collisions occurred during the CAP

(remember that during the CAP there is a contention based access), the PNC will consider the

last request successfully received from the considered DEV.

In any case, at the end of the CAP, the PNC has information to estimate the total amount

of time requested by all the isochronous streams. If this value does not exceed the established

maximum duration for the CTAP (which is a system variable), the PNC satisfies all requests

and can allocate CTAs for asynchronous flows in the remaining time. Otherwise (i.e., if the

maximum CTAP duration is not enough for all the requests), thePNC reduces channel time

requests to fit them in the CTAP. As a consequence, there will beno resources for asynchronous

traffic in the channel time allocation period.

Finally, at the beginning of the next superframe, the PNC broadcasts the beacon frame

announcing the CAP duration and every CTA offset and length.
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For the above mentioned procedure, the whole superframe duration depends mainly on the

network load and traffic type handled by DEVs. In particular,in the presence of asynchronous

traffic the superframe length corresponds to its maximum value (Fig. 3a). If there are only real-

time flows, the superframe length depends on the CTA requirements of the DEVs (Fig. 3b); also

in this case, when the traffic load increases, the superframeduration tends to its maximum (Fig.

3c).

 

Beacon CAP
CTA

1
CTA

2
…

CTA
n

CTA
n+1

…
CTA

m

isochronous streams asynchronous traffics

Max. Superframe Duration

Beacon CAP
CTA

1
CTA

2
…

CTA
n

Beacon CAP
CTA

1
CTA

2
CTA

n
…

(a)

(b)

(c)

isochronous streams

CTA
3

isochronous streams

Fig. 3. CTA structure and superframe length.

B. The queue model

In the following, we assume that the time between two consecutive CTAs allocated to the

same queue is equal to the superframe durationTSF . The following discrete time linear model

can be used to describe the dynamics on theith queue:

qi(n + 1) = qi(n) + di(n) · TSF + ui(n) · TSF (1)

where, referring to thenth superframe,qi(n) ≥ 0 is the queue level at the beginning;ui(n) ≤ 0

is the average depletion rate (i.e. its absolute value|ui(n)| represents the bandwidth assigned

to the queue);di(n) ≥ 0 is the average input rate at the queue. Note that the inputdi(n) is

unpredictable since it depends on the behavior of the sourcethat feeds theith queue. So that,



9

from a control theoretic perspective,di(n) can be modeled as a disturbance [11]. Without loss of

generality, the following piece-wise constant model for the disturbancedi(n) can be assumed:

di(n) =
+∞
∑

j=0

d0j · 1(n − tj) (2)

where1(n) is the unitary step function,d0j ∈ R, andtj is a time lag [11].

Due to the last assumption given by eq. (2), the linearity of the system described by eq.

(1), and the superposition principle that holds for linear systems, we can design the feedback

control law by considering only a step disturbance:di(n) = d0 · 1(n). In particular, our design

is articulated in three phases: (1) a bound on the steady state queuing delayτT
i is imposed,

assuming that a step disturbance is applied to the system; (2) a proof that such a bound can be

applied to the average queuing delay in a general case is provided; (3) the bound on average

delay is increased byTSF to take into account the burstiness of data sources.

C. The closed loop control scheme

In order to satisfy our goal, we consider the closed loop control system shown in Fig. 4,

where the set pointqT
i is equal to zero (i.e., we would ideally target empty queues). Regarding

the transfer functionGi(z) of the controller, we focus on a very simple proportional controller

Gi(z) = kpi.

 

piK 1−z SFT

SFT

1−z

0=T
iq )1( +nqi

)(ndi

)1( +nui+

–

+

++

Fig. 4. Closed-loop control scheme.

In this scheme, each DEV computes its bandwidth needs|ui(n+1)| in the(n+1)th superframe,

proportional to the queue level at the beginning of the CAP of thenth superframe. The bandwidth



10

|ui(n + 1)| is translated in a CTA request that is delivered to the PNC during the CAP (details

about the CTA computation will be provided below).

Proposition 1: The system reported in Fig. 4, whereGi(z) = kpi, is asymptomatically stable

if and only if the following inequality holds:

0 < kpi < 1/TFS. (3)

Proof: By considering the control scheme in Fig. 4, it is straightforward to find theZ-transforms

of qi(n) andui(n):

Qi(z) =
z · TSF

z2 − z + kpi · TSF

· Di(z);

Ui(z) = − kpi · TSF

z2 − z + kpi · TSF

· Di(z) (4)

whereDi(z) = Z[di(n)].

From eqs. (4), it results that the system poles arezp =
1±
√

1−4kpi·TSF

2
; thus, the system is

asymptotically stable if and only if|zp| < 1, that is:0 < kpi < 1/TSF 2.

.

Proposition 2: By considering the system reported in Fig. 4, wheredi(n) = d0 · 1(n) and

Gi(z) = kpi
, the following inequality has to be satisfied in order to achieve a steady-state delay

smaller than the target delayτT
i :

kpi ≥ 1/τT
i . (5)

Proof: By considering theZ-transformDi(z) = d0 · z
z−1

of the step functiondi(n) = d0 · 1(n),

if we apply the final value theorem [12] to Eqs. (4), it results:

ui(∞) = lim
n→+∞

ui(n) = lim
z→1

(z − 1)Ui(z) = −d0;

qi(∞) = d0/kpi,

which implies that the steady state queueing delay is:

τi(∞) = |qi(∞)/ui(∞)| = 1/kpi
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The proof is derived by imposingτi(∞) ≤ τT
i 2.

.

Remark 1: It is worth noting thatq(∞) > 0 even ifqT
i = 0, which means that the proportional

controller is not able to fully reject the step disturbanced0 · 1(n).

Remark 2:From inequalities (3) and (5), theTSF parameter must satisfy the following con-

straint:

TSF < min
i=1..M

τT
i . (6)

Remark 3:From propositions 1 and 2 it turns out that the gainkpi can vary in the range
[

1
τT
i

, 1
TSF

[

.

In the following, we will setkpi at its lowest admissible value1/τT
i , thus allocating the lowest

bandwidth that guarantees the target delay. In this way, a cautious usage of the WPAN channel

is achieved.

D. Average delays

Our control loop allows to obtain a steady-state delay less that τT
i when a step disturbance is

applied to the system. In the general case, using the Little law [13] the average delay is given

by

τavg = E[qi]/E[di] (7)

whereE[qi] andE[di] are the average queue length and the average delay, respectively.

That is, assuming the processes as ergodic,

τavg =
limN→∞

PN
k=0

qi(k)

N

limN→∞

PN
k=0

di(k)

N

=
Qi(1)

Di(1)
=

1

kpi

≤ τT
i (8)

The bound given by eq. (8) has to be increased byTSF to take into account the behavior of

bursty data sources. In fact, for each burst of data, there isa transient before the algorithm can

allocate CTAs. This transient has not been taken into accountin the proposed fluid model. In

the best case, the burst is transmitted as soon as it arrives because a previous CTA allocation

is available. In the worst case (see Fig. 5), the transient lasts up to2TSF . Thus, the average
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transient duration can be estimated asTSF and the resulting bound on average queuing delay is

τT
i + TSF

 
 

Beacon Beacon BeaconCAP CAP CAP

A burst 
arrives

CTA = 0 
CTRq = 0

The burst is  
transmitted

2 TSF

CTA = 0 
CTRq

�
0

Fig. 5. Transient in the worst case of a CTA allocation.

Therefore, the proposed bandwidth allocation algorithm provides a strict bound on average

delays. Note that this bound is derived assuming that there are enough resources to allocate

CTAs to all flows in the WPAN. In the next section, the impact of the network load on network

performance will be investigated using ns-2 simulations.

E. Assignment of Isochronous CTAs

As seen before, a DEV sends a CTRq command to the PNC during the CAPto communicate

its channel time needed in the next superframe. Now, we show how to transform the bandwidth

|ui| calculated with the proposed algorithm into a CTA. Let us suppose that our piconet is

composed by a PNC and a set ofMI devices, each one involved with the transmission of one

isochronous flow (i.e., one real-time flow). During the CAP of the nth superframe, theith DEV

sends a CTRq requiring the number of time unitsNTUi
(n + 1) needed (up to 256 according

to the standard [2]) and specifying their durationTUi
(n + 1), up to 65535µs [2]. Hence, the

duration of the requested CTA for theith real-time flow in the(n + 1)th is:

CTArti(n + 1) = NTUi
(n + 1) · TUi

(n + 1). (9)

As the 802.15.3 standard suggests,TUi
(n) may be evaluated by considering the sum of the

frame transmission time, the ACK transmission time (if the acknowledgment is sent), and the

appropriate inter frame spaces. Hence,NTUi
(n) should be equal to the number of frames that
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DEV wants to send in the next superframe. Nevertheless, the DEV is free to exploit each assigned

CTA as a continuous channel time allocation. In our scheme, the DEV estimation of the number

of frames to be transmitted during the(n + 1)th superframe is given by1:

NTUi
(n + 1) =

⌈ |ui(n + 1)| · TSF (n)

MSDUi

⌉

(10)

whereMSDUi is the mean length of the MAC payload (i.e., the Mac Service Data Unit) of the

ith source andTSF (n) is the average superframe length.

TSF (n) is estimated by exploiting the following moving average filter:

TSF (n) = α · TSF (n − 1) + (1 − α) · TSF (n), 0 < α < 1 (11)

whereTSF (n) is the duration of thenth superframe, measured by each DEV as the interarrival

time between two consecutive beacon frame.

Finally, the duration of the CAP in terms of time units for theith stream is calculated

considering the average valueMSDUi which is invariant with respect ton:

TUi
=

(

MSDUi + FCS
)

/Ci + H (12)

whereFCS is the length of the frame check sequence;Ci is the transmission data rate;H is

the time overhead that takes into account the time spent to send the frame headers (independent

on the data rate) and the ACKs according to the policy adopted by the stream.

If the estimated CTA duration is not enough to send the longestframe that the source generates,

only one time unit is requested by the DEV. In this case, its duration is calculated from eq. (12)

considering the maximum length of the frame payload expected from the source itself, instead

of its average value. This ensures to DEVs the ability to sendat least one frame of maximum

duration.

1⌈ x ⌉ is the rounding up ofx.
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F. Handling channel saturation

At the beginning of thenth superframe, the PNC checks if the total amount of channel

time requested by theMI DEVs exceeds the maximum CTAP durationCTAPmax, i.e., if
∑MI

i=1 CTArti(n) > CTAPmax

If this happens for a givenn0, then the PNC recalculates CTA assignments reducing each

CTArti proportionally. To this aim, first of all the exceeding time∆(n0) is evaluated as:

∆(n0) =

MI
∑

i=1

CTArti(n0) − CTAPmax, (13)

and then it is divided among theMI real-time streams proportionally to their channel time

requests:

∆i(n0) = ∆(n0) · CTArti(n0)

/

MI
∑

i=1

CTArt
i (n0) . (14)

The value∆i(n0) is converted into a number of time units:

∆TUi(n0) =

⌈

∆i(n0)

TUi

⌉

(15)

and the effective number of time unitsN ′

TUi
(n0) reassigned to theith source is reduced by the

last quantity, that is:

N ′

TUi
(n0) = NTUi

(n0) − ∆TUi(n0). (16)

G. Scheduling of Asynchronous Streams

Herein, we describe how to schedule asynchronous streams. Let MA be the number of DEVs

involved with a non real-time traffic, i.e., with an asynchronous stream which requires only a

best effort service.

If the total amount of CTA assignment for real-time flows in thenth superframe is less than

CTAPmax, i.e., the channel is not saturated, asynchronous traffic can be scheduled by the PNC

in the remaining timeTnrt(n) of the CTAP. Obviously, the remaining timeTnrt(n) is given by:

Tnrt(n) = CTAPmax −
MI
∑

i=1

CTArti(n) (17)
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The PNC evaluates CTA duration for each non real-time traffic splitting uniformly Tnrt(n)

among all theMA non real-time flows2:

CTAnrti =

⌊

Tnrt(n)

MA · TUnrt

⌋

· TUnrt, 1 < i < MA (18)

whereTUnrt
is the duration in time units evaluated, for all asynchronous flows, as the time needed

to send a frame with the maximum payload allowed by 802.15.3.

The minimumCTAnrti assignment could be one time unit, therefore it is possible thatTnrt(n)

evaluated with eq. (17) is not enough to allocate at least oneCTA for each asynchronous stream.

When this happens, a sufficient number of streams have to be excluded from evaluation in eq.

(18), starting from the latest flows registered at the PNC.

IV. PERFORMANCEEVALUATION

In order to evaluate performance of the proposed schedulingalgorithm, computer simulations

have been carried out considering realistic scenarios withvoice, video, and FTP flows. To

implement our scheduling algorithm, we have deeply modifiedthe ns-2 [14] basic MAC modules

for 802.15.3 developed by Intel [15].

We pay attention to queuing delays experienced by frames in comparison with the target delay

τT
i imposed by the feedback control law. In particular, the mainobjective of this section is to

demonstrate the validity of the proposed scheduling algorithm in realistic conditions, i.e., also

when the restrictive hypotheses we made for ease the theoretical analysis do not hold. These

hypothesis refer to: bandwidth limitations; loss of CTA requests due to contention during the

CAP; time-varying superframe duration.

Fig. 6 shows the topology of the piconet considered for our tests. We have chosen the data

rate of each DEV as 55 Mbps, i.e., the maximum data rate of 802.15.3 standard.

We have considered several scenarios where a 802.15.3 piconet is used for the simultaneous

transmission of different kinds of streams, arranged into the CTAP in the following order: a

2⌊x⌋ is the rounding down ofx.
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PNC

DEV 1 DEV 2

DEV 5

DEV 4

DEV 3

asynchronous stream

isochronous stream

Fig. 6. Piconet topology

number ofα DVD-video streams encoded with MPEG2 [16] and AC3 standard [17], α MPEG-

4 encoded video flows [18],α H.263 video flows [19],α voice flows encoded with the G.729

standard [20], and 5 FTP asynchronous flows. Therefore, in such a scenario, the traffic load due

to multimedia flow is proportional to the parameterα. Unless otherwise specified, CTAs are

allocated to the different flows with the following order: DVD, MPEG-4, H.263, G.729, FTP.

MPEG-4 and H.263 video flows are traffic traces available fromthe video trace library [21].

DVD streams have been extracted directly from real DVD movies. G.729 sources are modeled

using Markov ON/OFF sources as in [11].

Each simulation lasts 5 minutes. The target delayτT
i has been set equal to 30 ms for voice

flows and 40 ms for the other flows; the proportional gainkpi is set equal to1
/

τT
i . It is important

to note that the target delayτT
i strongly affects the behavior of the scheduling strategy. In fact, the

larger isτT
i and the smaller becomeskpi, which, in turn, is equal to the reciprocal of the expected

average delay as demonstrated in Eq. (8). Maximum superframe length and CAP duration have

been set to 30 ms and 2 ms, respectively. The main characteristics of considered multimedia

flows are summarized in Table I.

In the following sections two simulations sets are discussed. The first set involves only

multimedia flows, the second one considers also 5 FTP asynchronous traffic sources.

Fig. 7 shows the average one-way packet delays experienced by DVD, MPEG4, H.263, G.729,
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TABLE I

MAIN FEATURES OF MULTIMEDIA FLOWS.

Flow Type Nominal (Maximum)

MSDU Size[Byte]

Mean (Maximum)

Data Rate[kbps]

DVD 1336 (1336) 5865 (10080)

MPEG-4 1616 (2044) 770 (3300)

H.263 1634 (2044) 450 (3400)

G.729 60 (60) 13.76 (24)

and FTP flows whenα varies in the range[1÷ 5]. As we can see, average delays increase with

the load parameterα, but remain below the boundτT
i + TSF , which is equal to 70 ms for

DVD and video flows, and 60 ms for voice flows. This clearly demonstrates the effectiveness

of the proposed scheduling strategy, also in the presence ofa high network load. Moreover, it

is straightforward to observe that the average packet delayof DVD flows exhibit a different

trend with respect the other kind of flows, when the asyncronous traffic is turned off. This effect

disappears when the asynchronous traffic is turned on. This is due to the time-varying superframe

size. In particular, DVD flows have the largest bandwidth requirements (see Tab. I). Thus, when

the bandwidth ask of DVD flows increases, the superframe sizeincreases too and, viceversa.

In this way, when the bandwidth ask of DVD flows is low, the superframe size is small and

the all kind of flows are served with a very small packet delay.But in these circumstances,

DVD flows has a small number of packet to be transmitted and cannot exploit the performance

gain due to a small superframe size. Obviously, when the asynchronous traffic is turned on,

these considerations are no more valid, because the superframe size is constant (see Fig. 3). On

the other hand, the presence of asynchronous FTP flows worsenthe performance of real-time

streams. This effect is due to the superframe duration that,now, reaches its maximum value.

Anyway, our scheme limits average delays of real-time flows at the expense of FTP ones. This

behavior is particularly evident forα ≥ 4.
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(b)

Fig. 7. Average one-way packet delay: (a) scenario without asynchronous flows; (b) scenario with asynchronous flows.

To gain an insight into the behavior of our allocation algorithm, Figs. 8-10 show the cumulative

distribution functions (CDFs) of the one-way packet delay. We can observe that, when the

asynchronous traffic is absent, also in the scenario with thehighest load (i.e.,α = 5), about 90%

of packets experience a delay smaller than 80 ms, which represents a very sharp performance

bound. The same bounds grows up tp150 ms when FTP flows are turned on.
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(b)

Fig. 8. CDFs of one-way packet delays withα = 3: (a) scenario without asynchronous flows; (b) scenario with asynchronous

flows.

Figs. 11-13 show the CTAP utilization (i.e., the percentage of CTAP used by CTAs) during
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(b)

Fig. 9. CDFs of one-way packet delays withα = 4: (a) scenario without asynchronous flows; (b) scenario with asynchronous

flows.
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(b)

Fig. 10. CDFs of one-way packet delays withα = 5: (a) scenario without asynchronous flows; (b) scenario with asynchronous

flows.

the simulation, defined as the percentage of the channel capacity reserved to isochronous streams

and used for serving multimedia flows. When the utilization isvery close to 100%, it means

that all the bandwidth available for isochronous streams has been allocated. In these conditions,

the superframe size grows up to its maximum value as picturedin Fig. 3. Note that, when the

asynchronous traffic is turned off, the whole channel time required by DEVs is less than the

available one, i.e., utilization is less than 100%, thus, the average superframe duration is quite
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smaller than its maximum value 30 ms. Such a behavior highlights that to fulfill on average

the requirement imposed byτT
i , it is not necessary to use all the WPAN bandwidth, i.e., the

proposed scheme does not waste channel bandwidth. On the other hand, when FTP flows are

active, forα > 3, i.e., at high network load, CTAP utilization is often very close to 100%. This

effect is due to the superframe duration, which now reachs its maximal value (see Fig. 3), thus

making less frequent transmissions from DEVs that host real-time flows. As a consequence,

when a DEV obtain its CTA, it has more data to transmit with respect to the case of the

scenarios without asyncronous flows. Analyzing simulationresults, we noticed that, in these

circumnstancies, the channel saturation happens quite often, thus, the PNC has to frequently

reduce the CTAs requested by DEVs in order to keep the superframe duration below 30 ms.

This, in turn, affect packet delays.
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Fig. 11. CTAP Utilization whenα = 3: (a) scenario without asynchronous flows; (b) scenario with asynchronous flows.

A. CAP efficiency

As seen before (Sec. II), channel time request commands are sent by DEVs during the

CAP, according to a CSMA/CA mechanism. When the traffic load grows, the number of CTRq

increases and, consequently, collisions among them becomemore frequent. Herein, we analyze
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Fig. 12. CTAP Utilization whenα = 4: (a) scenario without asynchronous flows; (b) scenario with asynchronous flows.
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Fig. 13. CTAP Utilization whenα = 5: (a) scenario without asynchronous flows; (b) scenario with asynchronous flows.

the behavior of CAP efficiency defined as the ratio between the number of CTRq successfully

received by the PNC and the number of new CTRq generated by DEVs.Results are plotted in

Fig. 14 for both the scenarios with and without asynchronousflows. It is evident that results are

quite similar. This means that the number of CTRq processed by PNC does not depend on the

presence of asynchronous streams.
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As expected, the efficiency decreases as traffic load increase, given that there are more requests

and then more collisions in the CAP. Nevertheless, our schemeis still able to exploit the

percentage of CTRq successfully received for properly tuningCTA assignments to DEVs. This

is an important point given that the scheduling algorithm has been designed assuming that

DEVs send CTRq packets on regularly basis to the PNC. From a control theoretic perspective,

this means that the control signal reaches the plant with a constant sampling time. Thus, the

demonstration that the algorithm provides the expected performance also in the presence of

CTRq collisions is a proof of its robustness to signal under-sampling in the control loop.
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Fig. 14. CAP efficiency.

B. The Impact of the service order

Herein, we evaluate how the order of CTA assignments to different flows affect the perfor-

mance of the algorithm. For that purpose, we have considereda scenario with 7 DVD flows. We

have compared the performance obtained with a fixed order of CTA assignments with respect to

the case of a random assignment order, selected at each superframe. Fig. 15 reports the CDFs of

packet delays obtained using a fixed (random) CTA allocation order. In both cases, the average

packet delay is equal to 43 ms, which is smaller than 70 ms as expected. This means that the

service order does not affect the packet delay. The performance improvement we obtain using a
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random order is a smaller delay variance; in fact, CDFs are closer to each other using a random

service order with respect to the case of a fixed one.
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Fig. 15. CDFs of the packet delay of 7 DVD flows served using a fixed order.
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Fig. 16. CDFs of the packet delay of 7 DVD flows served using a randomorder.

V. CONCLUSION AND FURTHER RESEARCH

In this paper, we have proposed a CTA scheduling algorithm for802.15.3 WPAN in order

to provide a bounded average packet delay to real-time flows.A DEV requests to the PNC the
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desired number of time units it needs to support its stream; such a value is calculated using classic

discrete-time feedback control theory. The PNC allocates CTAs to DEVs dynamically, according

to channel condition. We have reported the theoretical analysis of the proposed scheme illustrating

how to tune the algorithm. Moreover, the effectiveness of our approach has been validated by

extensive computer simulations in several scenarios with different real-time and FTP flows.

Further research will compare the performance of the proposed algorithm with respect to other

recent proposal of the scientific community.
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