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Abstract

Despite of their very broad diffusion, IEEE 802.11 Wireless Local Area Networks are not able to

provide service differentiation and to support real-time multimedia applications, due to their channel

access methods. To overcome these limitations, the 802.11e working group has proposed the Enhanced

Distributed Coordination Access (EDCA) scheme which achieves service differentiation on statistical

basis by properly mapping user QoS requirements to channel contention parameters. Such a scheme

will be included in the emerging 802.11n standard and in the revision of the 802.11 standard. However,

it has been widely demonstrated that, especially at high network loads, EDCA does not provide an

effective usage of the channel capacity. In particular, it is unable to provide a bounded delay service to

all kind of multimedia flows because flows with lower channel access priorities are starved to advantage

only the ones with the highest priority. To fix this undesired behavior and improve wireless LAN

performance, this paper proposes the new Extended EDCA (E2DCA) scheme, that is compliant with

802.11e specifications. By exploiting a closed loop control algorithm, E2DCA performs a distributed

dynamic bandwidth allocation, providing guarantees on average/absolute delays to real-time media

flows, regardless of their priorities. Moreover, an innovative Call Admission Control procedure has

been developed. Using the ns-2 simulator, the effectiveness of the algorithm has been investigated in

realistic network scenarios, involving a mix of audio, video, and FTP flows, at several network loads

and with random losses. Results have shown that the proposed scheme is able to provide a bounded

delay service to multimedia flows in a wide range of network loads and frame loss ratios.
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I. INTRODUCTION

IEEE 802.11 Wireless Local Area Networks (WLANs) are widely employed for ensuring

ubiquitous networking due to their easy installation, flexibility, and robustness against failures

[1]. Despite of its very broad diffusion, the 802.11 Medium Access Control (MAC) cannot

support real time applications, characterized by strict constraints on packet delay and jitter [2]-

[4]. In fact, the 802.11 MAC employs a mandatory contention-based channel access scheme,

known as Distributed Coordination Function (DCF), which, being based on CSMA/CA [5], does

not provide guaranteed services.

To overcome this limitation, the 802.11e working group proposed some innovations: the Hybrid

Coordination Function (HCF), which is an enhanced access method; specific signaling messages

for service request and Quality of Service (QoS) level negotiation; four Access Categories (ACs)

with different priorities to map users QoS requirements [6]. In particular, the HCF is in charge

of assigning TXOPs (Transmission Opportunities) to each AC in order to satisfy its QoS needs,

where TXOP is defined as the time interval during which a station has the right to transmit and

it is characterized by a starting time and a maximum duration.

Such modifications to MAC layer are included in the ongoing new revision of the 802.11

standard [7] which has been conceived to incorporate 802.11a [8], 802.11b [9], and 802.11g

[10] standards and several other 802.11 amendments (e.g., 802.11e standard [6]).

Moreover, it is worthwhile to note that the importance of HCF scheme is not only restricted

to 802.11a/b/g WLANs. In fact, the emerging IEEE 802.11n standard is designed for achieving

a data rate up to 100 Mbps by considering a new physical layer and by using just HCF as access

function at MAC layer [11].

In HCF, time is divided into repeated periods (i.e., the SuperFrames) and two new channel

access methods are introduced: the Enhanced Distributed Coordination Access (EDCA), which is

a contention-based access scheme; the HCF Controlled Channel Access (HCCA), which requires

a centralized controller, generally located at the Access Point (AP).

EDCA operates as the basic DCF method [1], but using different contention parameters per

AC. A queue is associated to each AC at any station with QoS capabilities (i.e., QoS station,

QSTA), acting as a virtual station with its own QoS parameters. Each queue within a station

contends for a TXOP and defers its transmission until the channel is sensed idle for a time
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interval, known as Arbitration Interframe Space (AIFS), plus an additional random backoff time,

multiple of a slot time by an integer taken from an uniform distribution in the interval from 0 to

the Contention Window (CW). For each class ACi, a contention window CWi and an AIFSi are

defined as shown in Table I1 [12]. If several backoff timers reach zero within the same station

at the same time slot, then the highest priority frame will be transmitted and any lower priority

frame will be deferred with a retry procedure, modifying the backoff timer [2], [6].

TABLE I

EDCA CONTENTION PARAMETERS

Designation AC Minimum CW Maximum CW AIFS

Background AC BK CWmin CWmax 7

Best Effort AC BE CWmin CWmax 3

Video AC VI CWmin+1
2 − 1 CWmin 2

Voice AC VO CWmin+1
4 − 1 CWmin+1

2 − 1 2

A substantial difference with respect to DCF is that a virtual station can transmit more than

one frame when it gains the access to the wireless medium. In particular, a virtual station will

occupy the channel for a TXOP, whose maximum duration limit is advertised by the AP in the

beacon frame at the beginning of each superframe. If this advertised maximum TXOP limit is

zero, only one frame can be transmitted during each TXOP.

The EDCA scheme statistically pursues a service differentiation among traffic streams [13],

but tuning its parameters to provide prioritization of ACs is a research topic [14]. In [15],

a method for setting EDCA parameters in order to provide throughput guarantees has been

described. Regarding the goal of providing delay guarantees, several papers have pointed out

that the EDCA can provide a real-time service to highest priority flows, at the price of starving

flows with lower priority, especially at high network load [16]-[18]. Moreover, it can provide only

a relative differentiation among service classes, but not absolute guarantees on throughput/delay

performance [13], [19].

1The contention window limits CWmin and CWmax in Table I, are not fixed, as with DCF, but can be variable and are

assigned by a management entity or by an AP.
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To overcome these limitations, adaptive algorithms that dynamically tune EDCA parameters

have been proposed in [20]-[26]. In [27] the Enhanced Distributed Contention Control is pro-

posed, which mitigates the contention level on the channel by exploiting an estimate of channel

congestion level; it improves EDCA performance at high loads. In [28] a dynamic mechanism

is proposed to adapt data rate and priority of multimedia wireless stations equipped with IEEE

802.11e network cards. In [29] an adaptive transmission probability has been introduced for to

ensures the QoS requirements of higher priority classes at high traffic load conditions. In [30] a

deterministic priority channel access has been proposed. The proposed scheme uses a busy tone

to limit the transmission of lower priority traffic when higher priority traffic has packets to send.

Several schemes have been studied in literature to define TXOP limit over EDCA. In [31]

a Surplus TXOP Diverted (STXD) scheme has been proposed to define the TXOP limit for

per-flow but not for per-ACs. The fundamental of STXD is to regulate TXOP limit according

to per-flow behavior to provide absolute delay guarantee of VBR flows. In [32] a distribution of

the multimedia frame size is used off-line to dimension the TXOP limit in order to minimize

the packet delays. In [33] a dynamic TXOP scheme has been proposed to adjusts the TXOP

limits according to the state of transmission queue length. When the queue length is below a

given threshold, the TXOP limit is set at the default one; on the other hand, if the queue length

exceeds the threshold, the algorithm sets a new larger TXOP limit value than the default one to

better manage a bursty traffic.

It is important to note that the summarized approaches have the main limitations of being not

compliant with the standard (such as those proposed in [31]-[33]), or of being proved only using

simulations without giving any theoretical bounds on their performance in a general scenario

(such as those proposed in [20]-[30]).

This paper proposes the new Extended EDCA (E2DCA) scheme (compliant with 802.11e spec-

ifications) which performs a distributed dynamic bandwidth allocation among wireless stations,

providing to real-time media flows guarantees on average and absolute delays. In particular, each

station evaluates its bandwidth needs by exploiting a closed loop control scheme which uses the

transmission queue length as feedback signal. It is worth to note that E2DCA requires that each

node of the WLAN runs a linear control algorithm with a very limited complexity; thus, it is

well suited for providing QoS in WLAN. Moreover, a Call Admission Control (CAC) algorithm

that works jointly to E2DCA has been designed. The main properties of E2DCA have been
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theoretically investigated and bounds on both average and maximum packet delay as a function

of protocol parameters have been derived.

Moreover, the ns-2 simulator [34] has been used to analyze the effectiveness of the proposed

new scheme in realistic network scenarios, involving a mix of audio, video, and FTP flows, at

several network loads and considering a noisy channel with random losses. Simulation results

have shown that E2DCA is able to provide bounded delays to multimedia flows in a wide range

of network loads and frame loss ratios whereas standard EDCA is not able to provide service

differentiation, especially at high network loads.

The rest of the paper is organized as follows: in Section II the E2DCA algorithm is proposed;

Section III shows simulation results; Section IV draws the conclusions.

II. THE EXTENDED EDCA SCHEME

The IEEE 802.11e standard does not specify an effective way to evaluate TXOPs when a QSTA

acquires the access to the wireless channel; it just specifies some superior limits advertised by

the access point in a system variable, i.e., the dot11EDCATableTXOPLimit variable [6]. Instead,

with E2DCA, we provide QSTAs with a systematic way to choose TXOP after a successful

contention on the wireless channel getting the right to transmit. We underline that the developed

algorithm is fully compliant with the 802.11e standard.

In E2DCA, after a successful channel contention, a QSTA can transmit multiple frames during

its TXOP. Such a TXOP is computed by taking into account the transmission queue length of

the QSTA in order to provide delay guarantee to each real-time flow.

To illustrate the E2DCA scheme, we will refer to a WLAN system made by an access point and

a set of QSTAs, each one with up to 4 queues, one for each AC introduced in 802.11e standard.

As said before, each queue behaves like a virtual station with its own contention parameter.

A. The System Model

In our system, we suppose that N active traffic flows share a communication channel. As-

sociated to each of these flows, there is a queue, where Protocol Data Units are stored waiting

for transmission. E2DCA scheduler evaluates the transmission needs of each queue in terms of

TXOPs.
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We define the time instant tk,i as the starting time of TXOPi(k), that is the k-th transmission

opportunity for the i-th queue. We will consider such an instant tk,i as the sampling instant in

our system, i.e., ∆tk,i = tk+1,i − tk,i is the sampling interval (see Fig. 1).
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Fig. 1. Transmission opportunities of the i-th queue.

Now, the following equation holds:

qi(k + 1)− qi(k) = di(k)− ui(k) (1)

where

• qi(k) is the i-th queue length at time tk,i;

• qi(k + 1) is the i-th queue length at time tk+1,i;

• ui(k) corresponds to the amount of data that is transmitted during the TXOPi(k);

• di(k) is the amount of data that filled the queue during the time interval [tk,i, tk+1,i], i.e., it

models the behavior of the data source feeding the i-th queue.

Naturally, TXOPi(k) can be expressed as a function of ui(k) and vice-versa, by taking into

account protocol overhead, transmission rates, and packet size.

In the following, we will refer to Qi(z), Di(z), and Ui(z) as the Z-transforms of the signals

qi(k), di(k), and ui(k), respectively.

B. The control law

The E2DCA scheme is based on a control law that has to compute, at each time instant tk,i, the

TXOPi(k) (i.e., the interval duration which can be used by the i-th queue for transmission), or,

equivalently, ui(k). Such a control law should be properly designed in order to provide bounded

delays to transmitted packets, assuring, at the same time, BIBO stability [35] to the system

defined by eq. (1).

We will assume the following general control law:

ui(k) = hi(k) ∗ qi(k) (2)



DRAFT

7

where the ‘∗’ operator represents the discrete time convolution [35].

Eq. (2) means that the amount of data to be transmitted during the k-th transmission opportu-

nity is obtained by filtering the signal qi(k) (i.e., the queue level) through a time-invariant linear

filter with pulse response hi(k) or, equivalently, with transfer function Hi(z) = Z[hi(k)] [35].

Combining eqs. (1) and (2), we obtain that our scheduling algorithm realizes the control loop

shown in Fig. 2, with the set point qT
i = 0. This means that our control algorithm tries to target

empty queues using a a linear regulator with transfer function Hi(z). In the following, the pulse

response of the system will be referred to as hsi
(k), so that the following equality holds:

qi(k) = hsi
(k) ∗ di(k) (3)
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Fig. 2. Control loop of the bandwidth allocation algorithm.

Assuming qi(0) = 0 (i.e., empty queues at the beginning), our design strategy is to find the

proper function Hi(z) that ensures the BIBO stability to the system and guaranteed queuing

delays. As we will shown below, both of these objectives could be achieved if the closed-loop

response to the Kronecker pulse δ(k) [35] (i.e., the system pulse response) has the following

expression:

hsi
(k) =

Mi∑
n=0

ci(n)δ(k − n) (4)

where ci(n) are real finite coefficients, i.e., ci(n) ∈ R,

First of all, if eq. (4) holds, it simple to demonstrate that the system is BIBO stable because

[35]:
+∞∑

k=0

|hsi
(k)| =

Mi∑

k=0

|ci(k)| < +∞. (5)

To clearly explain the system behavior in response to a pulse di(k) = δ(k), the signals di(k),

ui(k), and qi(k) are shown in Fig. 3.
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Fig. 3. System response to a pulse of data.

Remark 1: If we consider a Kronecker pulse as input to the queue, obviously the queue

response given by eq. (4) cannot be negative. Therefore, it holds that hsi
(k) ≥ 0 ⇔ ci(n) ≥ 0.

Moreover, the queue cannot contain more data than its input (i.e., a pulse with width equal to

1). It means that hsi
(k) ≤ 1 ⇔ ci(n) ≤ 1.

Remark 2: In order to guarantee the system causality, we have to set ci(0) = 0 and ci(1) = 1.

In fact, a pulse of data arriving during the first sampling interval [t0,i, t1,i] will be enqueued

during that interval. It will be transmitted not before the second sampling interval [t1,i, t2,i]. In

other words, assuming at time t = 0 an empty queue, i.e., qi(0) = 0, and a single data pulse

as system input, i.e., di(k) = δ(k), we have to impose that the queue is filled only by the data

pulse at time t = 1, i.e., qi(1) = 1. This means, equivalently, that it should be ci(0) = 0 and

ci(1) = 1 in eq. (4).

Remark 3: With reference to eq. (1), even considering the Kronecker pulse as system input

and that ci(0) = 0, we have:

ui(k) = di(k) + qi(k)− qi(k + 1) = δ(k) +

Mi∑
n=0

ci(n)δ(k − n)−
Mi∑
n=1

ci(n)δ(k + 1− n). (6)

After a bit of algebra, we have:

ui(k) = ci(Mi)δ(k −Mi) +

Mi−1∑
n=1

[ci(n)− ci(n + 1)]δ(k − n). (7)
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Now, considering that ui(k) should not be negative, it holds that ci(n) ≥ ci(n + 1) for n ≥ 1.

To summarize, considering Remarks 1 and 3, we have to impose in eq. (4) the constraints

0 ≤ ci(n) ≤ 1 ∀n; ci(n) ≥ ci(n + 1), n ≥ 1. (8)

It will be mathematically demonstrated later that these constraints are able to provide upper

bounded queuing delays.

Proposition 1: The eq. (4) for the system pulse response is satisfied when the transfer function

of the controller is:

Hi(z) =
Ui(z)

Qi(z)
=

(1− z)

Mi∑
n=0

ci(n)z−n + 1

Mi∑
n=0

ci(n)z−n

(9)

Proof: By definition, the system transfer function HSi
(z) is just the Z-transform of the system

pulse response hSi
(k), assuming qi(0) = 0. That is, with reference to Fig. 2:

HSi
(z) =

Qi(z)

Di(z)
=

1

z − 1 + Hi(z)
= Z[hSi

(k)]. (10)

Now, considering eq. (4), we have:

Z[hSi
(k)] = Z

[
Mi∑
n=0

ci(n)δ(k − n)

]
=

Mi∑
n=0

ci(n)z−n. (11)

Solving eq. (10) with respect to Hi(z) the proof is obtained. 2

Theorem 1: The queuing delay τi of the i-th queue is smaller than Mi +1 sampling intervals.

Proof: The thesis requires that the queue backlog measured in tk+1,i will be transmitted in at

most Mi + 1 sampling interval. In this way, a generic packet that entered the queue during the

time interval [tk,i, tk+1,i] will wait in queue for at most Mi + 1 sampling intervals. This can be

expressed as:
Mi∑
n=0

ui(k + n) ≥ qi(k) ∀k ≥ 0 (12)
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Now, by considering eq. (1), ui(k) = qi(k)−qi(k+1)+di(k); then, eq. (12) can be equivalently

rewritten as:
Mi∑
n=0

di(k + n) ≥ qi(k + Mi + 1) ∀k ≥ 0 (13)

Transforming back to time domain eq. (10), we obtain that:

qi(k) =

Mi∑
n=0

ci(n)di(k − n) (14)

Substituting eq. (14) in (13), we obtain that (13) is equivalent to the following inequality:
Mi∑
n=0

di(k + n) ≥
Mi∑
n=0

ci(n)di(k + Mi − n + 1) (15)

Imposing m = Mi − n + 1, it becomes:

di(k) +

Mi∑
n=1

di(k + n) ≥
Mi∑

m=1

ci(Mi −m + 1)di(k + m) (16)

that is

di(k) +

Mi∑
n=1

[1− ci(Mi − n + 1)]di(k + n) ≥ 0 (17)

Remembering that di(k) ≥ 0 and 0 ≤ ci(n) ≤ 1, the last inequality (17) holds for all k values.

This proves the thesis. 2

Remark 4: Depending on the arbitration function for channel access, it is possible to find

an upper bound TM
i for the sum of Mi + 1 sampling intervals. Thus, the proposed allocation

algorithm assures that τi ≤ TM
i .

Theorem 2: The average queuing delay τavg of the i-th queue is equal to
∑Mi

n=0 ci(n).

Proof: In the general case of a VBR data source, using the Little law [36], the average delay

is given by

τavg = E[qi]/E[di] (18)

that is, the ratio between the expectation of the two processes qi and di.

Assuming the processes as ergodic, the two expectation are equivalent to the time averages.

Hence, we have:

τavg =

lim
N→∞

1

N

N∑

k=0

qi(k)

lim
N→∞

1

N

N∑

k=0

di(k)

=
Qi(z)|z=1

Di(z)|z=1

(19)
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Now, by considering eq. (11), eq. (19) can be equivalently rewritten as:

τavg =
Qi(z)|z=1

Di(z)|z=1

=

Mi∑
n=0

ci(n) (20)

This proves the thesis. 2

Remark 5: With reference to eq.(4) , we can set the ci(n) coefficients as follows:




ci(0) = 0

ci(n) = 1− n−1
Mi

(21)

for n = 1, . . . , Mi. In this way HSi
(z), described in eq. (11), has a linear pulse shaping.

With this choice for the coefficients, considering eq.(21), the eq.(20) can be rewritten as:

τavg =

Mi∑
n=0

ci(n) =

Mi∑
n=1

(1− n− 1

Mi

) =

Mi∑
n=1

(
M − n + 1

Mi

) (22)

Imposing m = M − n + 1, it becomes:

τavg =

Mi∑
m=1

(
m

Mi

) =
Mi(Mi + 1)

2Mi

=
Mi + 1

2
. (23)

To summarize the results, if we consider the E2DCA scheme using a controller with the transfer

function (9) and the constraint (8), we can ensure BIBO stability to the system and guaranteed

delays. A proper choice of the coefficients of the transfer function allow us to estimate an upper

bound and the average value for the delay.

C. TXOP assignemnts

After computing the bandwidth, E2DCA defines how each virtual station has to transform

|ui(n)| into a TXOPi(k) assignment, according to the 802.11e standard.

If the packets in the ith queue are transmitted at rate Ci, the following relation is considered:

TXOPi(k) =
ui(k)

Ci

+ H(k) (24)

where TXOPi(k) is the TXOP assigned to the ith queue during the kth successful contention,

and H(k) is the time overhead due to ACK packets and interframe spaces (see the 802.11e

standards [6] for details about these interframe intervals).
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D. Call Admission Control

In order to achieve the performance expected from Theorem 1 and Theorem 2, it is necessary

to avoid bandwidth saturation episodes. For this purpose, we have developed an innovative CAC

test to be used jointly with E2DCA. The CAC test should allow all admitted flows to win at least

one contention in each superframe and, at the same time, ensure that the sum of the allocated

TXOPs is smaller than the superframe duration, TSF .

We suppose that the system has already admitted N active flows when a new admission

request is received, i.e., the (N + 1)-th flow. To design the CAC algorithm we consider the k-th

transmission opportunity to be assigned to each active flow by using eq. (24).

Now, we can model each data source using token bucket parameters [37]. In particular, for

the i-th data source, we have to consider the peak data rate pi, the average rate ρi, and the burst

size Bi. Note that we have not any constraint on the peak rate, e.g, pi = ∞.

As shown before in Theorem 1, each pulse of data di(k) has a transient pulse response with

a duration smaller than Mi + 1 consecutive sampling intervals. Moreover, as stated in Remark

4, this duration has an upper bound equal to TM
i depending on the arbitration function, i.e.,

TM
i ≥ ∑Mi

i=0 ∆tk,i.

To solve the admission test for each k, we have to find an upper bound umaxi
for ui(k). Such

a bound can be estimated considering the worst bursty behavior of the i-th source, i.e., when one

single pulse of data with the maximum width is sent regularly each Mi + 1 sampling intervals.

Considering the token bucket modeling, the width of this pulse is:

Bmax
i = min{Bi, ρiT

M
i } (25)

that is, it is the minimum between the burst size Bi and the amount of data that can be generated

at the average rate ρi in the interval TM
i .

Under these hypothesis, we can compute the maximum value of bandwidth umaxi
allocated

for the i-th queue. In fact, by eq. (4) if a pulse di(k) = Bmax
i δ(k) arrives to the i-th queue, the

pulse response is qi(k) = Bmax
i

∑Mi

n=1 ci(n)δ(k − n). Now, using eq. (1), we can easily obtain:

umaxi
= Bmax

i ∆ci, with ∆ci = max
n=1,...,Mi

{ci(n− 1)− ci(n)}. (26)

Now, we can define our CAC test, that is a new flow is admitted only if the following inequality
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is satisfied:
N+1∑
i=1

(
Bmax

i ∆ci

Ci

+ H

)
< TSF . (27)

In the next section we will compare E2DCA with respect to the EDCA scheme, which allows

a single frame to be transmitted for each successful contention. We also compare our algorithm

with a Multiple Frame Transmission (MFT) scheme which allows a station to transmit all the

frames in its transmission queue after a successful channel contention (obviously still compliant

with limits on TXOP duration). So that, herein we need to properly define the CAC behavior

for these two other schemes.

When we use the MFT scheduler, for each flow the maximum TXOP duration is set to

accommodate the flow burst size. In other words, the CAC scheme used with MFT should

ensure that all admitted flows can send at least one burst of data, one time in a superframe.

Therefore, the CAC test becomes:
N+1∑
i=1

(
Bi

Ci

+ H

)
< TSF . (28)

It is worth to note that TXOPs allocated by E2DCA are smoother than those of MFT due to

the low-pass filter Hi(z), which is not exploited by MFT. Thus, we expect a larger number of

flow admitted by E2DCA with respect to MFT.

Finally, when the simple EDCA is used, no CAC test is applied as in the standard. Thus,

we expect that EDCA admits almost all flows, but it should be unable to provide any QoS

guarantees.

This considerations will be proved in the next section using computer simulations.

III. PERFORMANCE EVALUATION

In order to assert the validity of E2DCA in realistic scenarios, computer simulations involving

voice, video, and FTP data transfers have been run using the ns-2 simulator [34]. We have

considered a scenario compliant to 802.11g [10] standard (see Fig. 4) where a number of 3α

G.729 voice flows [38], α MPEG-4 encoded video flows [39], α H.263 video flows [40], and α

FTP flows are transmitted at a data rate of 54 Mbps (see Fig. 4). Therefore, in such a scenario

the traffic load is proportional to the parameter α (i.e., the load factor). Each wireless node hosts

a single multimedia or FTP sender. The HC is connected through a wired link with a sink node,
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hosting receivers. This link has capacity equal to 100 Mbps, propagation delay equal to 20 ms,

and a maximum queue size equal to 50 packets.

 

Fig. 4. Scenario with multimedia flows.

G.729 sources have been modeled as Markov ON/OFF sources [41]. The ON period is

exponentially distributed with mean 3 s; the OFF period has a truncated exponential pdf with

an average value of 2.23 s and an upper limit of 6.9 s [42]. During the ON period, the voice

source sends packets of 20 bytes every 20 ms (i.e., the source data rate is 8 kbps; also, we

are considering two G.729 frames combined into one packet [43]). By taking into account the

overheads of the RTP/UDP/IP protocol stack, the total rate at network layer is 24 kbps, during

the ON periods. During the OFF period the rate is set to zero since we assume the presence

of a Voice Activity Detector (VAD). For what concerns video flows, we have used traffic traces

available from the video trace library [44]. The duration of video flows is deterministic and equal

to 200 s, whereas voice flows durations are exponentially distributed with an average value of

120 s. When a multimedia flow terminates, a new stream of the same type is generated after an

exponentially distributed random time, with an average value equal to 1 minute. Each simulation

lasts 800 s and all simulation results are averaged over 5 simulations.

The main characteristics of the considered multimedia flows are summarized in Table II.

Before data transmission, a multimedia source has to set up a new Traffic Stream. If the reply

to the stream admission message is not received within a σTO timeout interval, the request is

repeated up to a maximum number NAdm of times; as in [45], we have chosen NAdm = 10
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TABLE II

MAIN CHARACTERISTICS OF THE CONSIDERED MULTIMEDIA FLOWS.

Type of flow Nominal

MSDU [byte]

Maximum

MSDU [byte]

Burst Size

[byte]

Mean Data

Rate [kbps]

Peak Data

Rate [kbps]

MPEG-4 HQ 1536 2304 16745 770 3300

H.263 VBR 1536 2304 18168 450 3400

G.729 VAD 60 60 60 8.4 24

and σTO = 1.5 s. If after NAdm admission tries no reply is received back, then the request

is considered lost and a new admission procedure is initiated after an exponential distributed

random time σdefer with average value equal to 1 minute. When a flow terminates, it is withdrawn

from the polling list by the HC when no more packets of that flow are received for a time equal

to the Inactivity Interval, which is equal to 3 s for video flows and 10 s for voice flows.

When E2DCA is used, we have considered Mi = 3 or Mi = 5. In particular we have set

coefficient ci(n) by using eq. (21).

Contention parameters have been set as suggested in Tab. I for all the arbitration shemes. FTP

flows are served using standard EDCA, but with the smallest priority.

According to the 802.11 standard, in our ns-2 implementation the TSF is expressed in Time

Units (TUs), each one equal to 1024 µs [1]. We have studied scheduler performances with TSF

equal to 29 TUs.

We will first assume an ideal wireless channel and we will analyze the impact of the network

load on the performance of E2DCA, EDCA, and MFT. Then, we will investigate the effect of

noise on the channel, using a frame-level error model [46]. Finally, we will study the interoper-

ability between E2DCA, EDCA, and MFT in a hybrid scenario where the three algorithms are

used simultaneously.

A. The impact of the load factor

In order to investigate the impact of the network load on E2DCA, EDCA, and MFT per-

formances, we analyzed the network behavior when the load factor α is varied in the range

[4÷ 20].
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Fig. 5 shows that E2DCA admits almost all flows as well as EDCA. On the contrary, MFT

admits a very limited number of flows.
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Fig. 5. Percentage of admitted flows.

Fig. 6 shows the average and the 95% percentile of packet delays of multimedia flows. It is

clear that E2DCA is able to reduce the packet delay with respect to EDCA under high network

load. On the other hand MFT achieves the smallest delays because it admits the smallest quota

of flows (see fig. 5). It is worth to note that E2DCA with Mi = 5 (Mi = 3), also admitting

almost all flows, is able to provide, in the scenario with the highest load factor, an upper bound

on packet delays equal to 130 ms (100 ms) for video flows and 16 ms (14 ms) for voice flows.

It is important to note that the performance of E2DCA depends on the Mi value. This is another

privilege of E2DCA scheduler because changing Mi value we can obtain different priority levels,

enforcing service differentiation.

We can observe that G.729 flows exhibit the smallest packet delays with respect to other

multimedia flows. The reason is that the voice flows have the highest priority and gain the right

to transmit with the highest probability (see Tab. I).

To analyze how the real-time service provided to multimedia flows affects the performance

of FTP flows, Fig. 7 reports the goodput achieved by this kind of flows. Goodput of FTP flows

is strictly related to the the quota of admitted flows. In fact MFT scheduler achieves the highest

goodput with respect to other algorithms. E2DCA and EDCA achieve similar FTP goodputs

because they admit similar quota of flows. The reason is that FTP uses at transport layer the

TCP protocol, which is able to fully exploit the bandwidth left available by real-time flows.
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(c)

Fig. 6. Average and 95% percentile delays of (a) MPEG4, (b) H263, and (C) G.729 flows.
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Fig. 7. Goodput of FTP flows.

To provide a further insight, Fig. 8 shows the ratio of collided frames, computed as the ratio

between the number of collisions and the total number of transmitted frames at MAC level.

Naturally, the ratio of collided frames increases as the load factor α increases. We note that

E2DCA provides a collision ratio smaller than EDCA. On the other hand, MFT achieves the

lowest ratio of collided frames because it admits the smallest quota of flows.
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Fig. 8. Percentage of collided frames.
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B. The impact of noise

All previous results have been obtained considering ideal channel conditions, i.e., a frame

error rate (FER) equal to zero. To verify the effectiveness of E2DCA in a realistic environment,

also the impact of noise on the channel has been studied. We have modeled the loss process

affecting the WLAN channel with a semi-Markov model, referred to as k-state threshold model

[46]. This model describe very well the behavior of a real wireless channel at the data link layer.

When a MAC frame is lost due to interference or channel unreliability, it is retransmitted up

to a maximum number of times equal to 7.

From Fig. 9 we note that random packet losses do not appreciabily modify the percentage of

admitted flows.
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Fig. 9. Percentage of admitted flows with a noisy channel.

The effect of noise on packet delays is more evident with respect to the case of a loss-

free environment (see Fig. 10). In fact, a quota of allocated TXOPs is now used for frame

retransmission. It is worth to note that E2DCA with Mi = 5 (Mi = 3), also admitting almost all

flows, is able to provide, in the scenario with the highest load factor, an upper bound on packet

delays equal to 160 ms (120 ms) for video flows and 20 ms (20 ms) for voice flows.

Fig. 11 shows that, with a noisy channel, the goodput of FTP flows decreases with respect to

the case of a loss-free environment.

Fig. 12 shows that the ratio of collided frames increases when there is noise on the channel,

due to frame retransmission.
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(c)

Fig. 10. Average and 95% percentile delays of (a) MPEG4, (b) H263, and (C) G729 flows with noise on the channel.
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Fig. 11. Goodput of FTP flows with noise on the channel.
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Fig. 12. Percentage of collided frames with noise on the channel.

C. Interoperability between EDCA, MFT, and E2DCA

In a real life scenario we can find stations that operate with different bandwidth algorithms.

Therefore it is very important to study the interoperability between E2DCA, EDCA, and MFT.

We have considered a scenario similar to the one described in the Fig. 4, but where there are:

• α/4 MPEG-4 flows, α/4 H.263 flows and 3α/4 voice flows that use E2DCA scheme,

• α/4 MPEG-4 flows, α/4 H.263 flows and 3α/4 voice flows that use EDCA scheme,

• α/4 MPEG-4 flows, α/4 H.263 flows and 3α/4 voice flows that use MFT schemer.
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We assigned to α values that are multiple of 4 in the range [4 ÷ 20]. As in the previous

section, we have analyzed the performance of the considered algorithms both of an ideal and a

real wireless channel. To ensure interoperability, a more general CAC scheme has been used.

At the end of k-th superframe, the AP measures the quota of TSF used by each scheduler in

the current superframe, referred as follows:

• TE2DCA(k) is the quota of TSF used by E2DCA scheme;

• TMFT (k) is the quota of TSF used by MFT scheme;

• TEDCA(k) is the quota of TSF used by EDCA scheme.

Let Tsched(k) be the the quota of TSF used by the generic scheduler. The AP estimates its

weighted moving average value, referred as T̂sched(k), using the following equation:

T̂sched(k) = 0.9T̂sched(k − 1) + 0.1Tsched(k). (29)

The CAC test is implemented if a new admission request is received by the AP during the

(k + 1)-th superframe.

Let s and r be the number of active flows that use E2DCA scheme and the number of active

flows that use MFT scheme, respectively.

For the E2DCA scheduler, the CAC test is given by:
s+1∑
i=1

(
Bmax

i ∆ci

Ci

+ H

)
< TSF −

(
T̂EDCA(k) + T̂MFT (k)

)
. (30)

Whereas, for the MFT scheduler the CAC test is given by:
r+1∑
i=1

(
Bi

Ci

+ H

)
< TSF −

(
T̂EDCA(k) + T̂E2DCA(k)

)
. (31)

When a new flow arrives, it is admitted only if one of the last equations is satisfied.

When EDCA is used, all received admission requests are accepted.

Figs. 13 show the percentage of admitted flows. We note that as the load factor increases the

percentages of flows admitted by E2DCA and by MFT decrease. Nevertheless, E2DCA always

admits more flows than MFT as in the homogeneous scenario. Obviously, EDCA exhibits a ratio

of admitted flows very closed to 100% because its CAC admits all requests. It is worth to note

that E2DCA admits the smallest flows with respect to the homogeneous scenario because in this

case a portion of bandwidth is used by other scheme. It is important to note that, when frame
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(b)

Fig. 13. Percentage of admitted flows in a hybrid scenario (a) without noise, (b) with noise.

error model has been used, E2DCA and MFT admit a smaller number of flows with respect to

the homogeneous scenario.

Figs. 14 and 15 show the average and the 95% percentile of packet delays of multimedia

flows. The main result is that in the heterogeneous scenario E2DCA and MFT achieve similar

performance in terms of packet delays. EDCA, instead, obtains highest delays of video flows

with respect to other schedulers when load factor increases. This effect is more evident when

frame error model has been used.

It is worth to note that E2DCA with Mi = 5 (Mi = 3), also admitting almost all flows, is

able to provide, in the scenario with the highest load factor, an upper bound on packet delays
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equal to 80 ms (60 ms) for video flows and 7 ms (7 ms) for voice flows. Similarly, when a noisy

channel has been considered, we note that E2DCA with Mi = 5 (Mi = 3) is able to provide, in

the scenario with the highest load factor, an upper bound on packet delays equal to 140ms (100

ms) for video flows and 16 ms (16 ms) for voice flows.

We can observe that G.729 flows exhibit smaller packet delays, independently on the scheduler,

with respect to other multimedia flows, because voice flows have a higher priority than video

flows. So that, voice flows gain the right to transmit with a higher probability.

Figs. 16-17 show that, with a noisy channel, the goodput of FTP flows decreases and frame

collisions increase.

Finally, we emphasize that E2DCA, MFT, and EDCA are compatible in the same WLAN

scenario. On the other hand, in a heterogeneous scenario E2DCA achieves the best trade-off

between percentage of admitted flows and packet delays with respect to the other bandwidth

algorithms.
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(c)

Fig. 14. Average and 95% percentile delays of (a) MPEG4, (b) H263, and (C) G729 flows in a hybrid scenario.
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(c)

Fig. 15. Average and 95% percentile delays of (a) MPEG4, (b) H263, and (C) G729 flows in a hybrid scenario with frame-level

error model.
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Fig. 16. Goodput of FTP flows in a hybrid scenario.

0.1

1

10

100

4 8 12 16 20

Load Parameter - �  -

F
ra

m
e 

C
o
ll

is
io

n
s 

[%
]

ideal channel

noisy channel

 

Fig. 17. Percentage of collided frames in a hybrid scenario.

IV. CONCLUSION

The new E2DCA scheme has been proposed in this paper, compliant with IEEE 802.11e

specifications. It allows a service differentiation in WLANs by means of a dynamic bandwidth

allocation on distributed basis. The proposed scheme has been designed using closed loop control

theory. Algorithm performances have been investigated, using the ns-2 simulator, in realistic

network scenarios, involving a mix of audio, video, and FTP flows, at several network loads and

with random losses. Simulation results have shown that E2DCA is able to provide bounded delays

to multimedia flows in a wide range of network loads and frame loss ratios. On the contrary,
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EDCA is not able to provide service differentiation in WLAN, especially at high network loads.
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