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Abstract—The importance of a Variable Bit Rate (VBR) video independent applications until now. Traditionally teleco
transmission on UMTS networks is increasing in time. The munication environments have been integrated with vértica
bursty nature of VBR traffic complicates the design of efficient business and technology segmentation. In 3G communication

mechanisms for video retrieval, transport, and provisioning to ¢ horizontall | | . work iat
achieve a high bandwidth utilization and reduce the negative System a horizontally seamless layer service networkiateg

effects of bandwidth fluctuations in wireless channels. To this aim, the Internet transport Protocol (IP) into a mobile servineie
several scheduling algorithms can be successfully implemented.ronment, making new opportunities for IP-based mobile iappl
They regulate data transmission to reduce the rate variability cations [2]. The 3G system provides many different services
peculiar of VBR streams. At client side, scheduled data are with different Quality of Service (QoS) guarantees. UMTS

temporarily stored in the client buffer before being decoded on . : .
the terminal. In this work, a novel scheduling algorithm, the service classes require end-to-end QoS support. For #sene

Scheduling Algorithm for Interactive Video (SAIV) is presented the Third Generation Partnership Project (3GPP) labels fou
and analyzed. It is an algorithm thought for VBR stream main QoS classes to data bearer. One of this is the streaming
transmission in UMTS networks that takes into account the user class [3]. Thanks to the increasing transmission capaaitfe
interactivity. Scheduling is performed "online”, over relatively wireless communication networks, video streaming becomes

small video segments to reduce delays. SAIV dynamically varies . . . . .
the sampling frequency of the Real Time Control Protocol & interesting and feasible application. End users cak ofic

(RTCP) feedbacks that carry information on the client buffer @ link using web browser on their mobile devices and play
status. The sampling frequency is modulated according to the the selected video clip. The client can start playing theewid

difference between_ the calculgted t_)uffer fill Ievel_at server side few seconds after the first part of the multimedia contents
and the real buffer fill level at client side. The latter is exploited to have received and before the download from the streaming

reschedule data with the updated information. Numerical results . . . .
testify the SAIV effectiveness compared to the classical SLWIN server is completed [4]. Both the highly fluctuating coratis

online algorithm already known by literature, in some simulation Of wireless links and the limited amount of buffering on

scenarios of real interest. mobile terminals strongly influence the correct delivery of
Keywords: Adaptive Scheduling, UMTS, VBR video, audio and video contents to the terminals. Despite the fighl
RTCP feedback, User interactivity. variable bandwidth conditions of wireless channel and the

relatively high data bit rates, UMTS systems should ensure
continuous and lossless data delivery. 3GPP standardieed t
For several years mobile and fixed networks, as Internetpbile packet-switched streaming service, commonly reter
were not communicating each other. Nowadays, servicesttoas the 3G-PSS standard [5]. Figure 1 shows a simplified
end users provide a diversified and personalized range WMITS architecture for packet-switched operations [6][7].
applications to anyone, anywhere, anytime. Users can canbi
telecommunications, information technology and enteftai
ment services that various operators offer. The main aim of
the Universal Mobile Telecommunication System (UMTS) is
to combine the most important trend of telecommunications Server
market and allow customers to access efficiently to a wide
range of data and applications. In this way, the standardsmee _
the growing needs of mobility, flexibility and opportunity NG
of choice. UMTS standard [1] provides to mobile users the (
same several multimedia applications, typically used iredi
networks. UMTS network supports both pre-existing sewvice
and offers quite new revolutionary services including biroa
band Internet access. It implements interactive and mattien
services in addition to voice, text, picture and audio/eide
contents that the Global System for Mobile Communications
(GSM) standard already provided. All of these services were Fig. 1. Packet-switched architecture in UMTS network
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The 3G-PSS standard integrates video, audio, images amdlerflows. It exploits RTCP feedbacks to avoid these events
formatted text into mobile multimedia applications at thene The algorithm is based on the idea to dynamically change the
time. It defines both the protocols and the codecs for stnregmiRTCP sampling frequency according to user interactivity. |
video. The streaming server sends Real-time Transport Ptiois way the amount of scheduled data is modulated according
tocol (RTP) packets to the client through IP network using the specific user actions.

User Datagram Protocol (UDP) [8]. IP network is composed
by other three subnets: a public network (e.g. Internes, th Il. RELATED WORK

core network of the mobile operator and the wireless link In this section we describe scheduling principles and RTCP
that often acts as a bottleneck. The streaming server isreitfeedback. RTCP reports are periodically exchanged between
placed in a public network like the Internet or in the operato the streaming server and the client to improve the QoS of
network directly. A public network is present only if the ger the video streaming. Their main function is to make avadabl

is not physically located within the mobile operator’s netky  at the streaming server a feedback about the bit distributio
RTP/UDP are fully compliant with real time transmission ofn the client buffer. Since the transmission control adabes
multimedia applications. UDP is a protocol at transporetay rate both to playout status and channel conditions, it careso

of the 1ISO-OSI stack while RTP is a upper-layer session prot#iese problems at best.

col [8]. RTP packets are en_capsulated in UDP datggram. T .ePrincipIes of Scheduling
sent packets are temporarily buffered at the Radio Networ ] ) .
Controller (RNC). At receiving side the client stores paske Ve consider a compressed VBR video stream that consists
in its buffer and passes them to the specific media applicati® NV frames and the generic framieis d; bytes long,1 <

Two major problems regarding buffer occupancy can appeéhr,g N. The server schedules data transmission according to
that must be solved to achieve a satisfactory QoS for wiseld§€ specific algorithm. Let

streaming. The first one is the client buffer underflow at the i

client side. This results to continuous rebufferings, bsea D(k) = Zdi 1)
there are no more available packets in the client buffer. The
application is forced to interrupt playout in order to wair f the amount of data consumed at the client up to Ahe
new data. The second problem is the client buffer overfIO\giSCrete frame time. A frame time is the basic time unit
Buffers on mobile terminals often have very limited size, : '

If the transmission rate is higher than the playout rate, ﬂgeeflned as the time to decode a frame (1/25 s). Similarly, to

buffer quickly fills. In this case the subsequent packets pr)éevent buffer overflow, the client should not receive more
dropped. The PSS standard by 3GPP-SA4 working group
proposed an extension of RTP protocol: the Real Time Control k
Protocol (RTCP) to overcome these problems [9]. RTCP was B(k)=0b+ Zd,; =D(k)+b (2)
1=1

introduced in order to control the transmission rate foelgss

multimedia streaming and the status of the streaming clientynere b is the client buffer size. The curves (1) and (2)
buffer. A further complication in video transmission is thgepresent respectively the cumulative underflow and owerflo
video compression, such as MPEG, that introduces a busstingyrves, both non decreasing in time. To avoid losses a fleasib

that jeopardizes the high quality of compressed video stseacymylative transmission plan, that we callk), must verify
and the transmission efficiency. Variable Bit Rate (VBRje following condition:

traffic complicates the design of efficient real time storage
retrieval, transport, and provisioning mechanism to achie k
high resource utilization [10]. VBR data, in combinatiorthwi D(k) < S(k)=>_s; < B(k) 3)
bandwidth fluctuations of the wireless channel, could gasil =1
bring to a higher error probability at transmission side][11 where s; is the scheduled stream rate in thg frame
For all these reasons, it is very important to reduce the bine. Eq. (3) holds in general for scheduling algorithms. In
rate variability of VBR streams at the same time guarantgeithe off-line case, scheduling is performed over the entire
a continuous and lossless playback at receiving side. B tetream length. For on-line algorithms, the transmissiamn pl
aim VBR media streams are scheduled for transmission iatcalculated at server side on consecutive temporal obser-
server side [12]. Scheduled data are transmitted aheactiof tivation windows of N frame times partially overlapped in
playback time. The transmission schedule is built in suchtime [10]. The algorithm in [10] computes the transmission
way to avoid buffer overflow and underflow at client buffeschedule with minimum peak rate and bit rate variabilityd an
side for the whole playback duration, achieving a consialera significantly reduces effective bandwidth of variableaite
reduction in rate variability [13]. video streams. The calculated transmission plan is based on
In this paper, we present a novel scheduling algorithm the existing video frames. It is constrained by the limits in
be implemented in UMTS systems for real-time interactiv€8) and is composed by longest Constant Bit Rate (CBR)
multimedia applications. This algorithm takes into acdousegments. As shown in [14] windows overlapping allows a
the user interactivity, that could cause buffer overflowsl arfurther schedule optimization in this sense. The schedulin



algorithm proposed in this work reduces the peak-rate ated ra m

variability in temporal windows of limited size, at the same

time performing an on-the-fly computation of transmission o
plan. We _iIIustratfa an on-line sched_ule that takes into aeto N i i g —
the user interactivity. The user actions can change thesstat rCP protoct

of the receiving terminal, in terms of decoded frames and w
buffer occupancy level. The server reschedules data aogprd

to the feedback RTCP information on the terminal status.

The RTCP packets give useful information about client buffe
occupancy with a constant periodicity. According to the PAL Sewer e
standard, it periodicity is comprised between 1 second (25 ff T i
frame times) and 5 seconds (125 frame times). Generally this [ S ;
value is established at the beginning of the video transamiss HTSN FBS HRSN NSN
In the next subsection, RTCP main features will be explained
in detail.
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Fig. 2. RTCP protocol
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Fig. 3. Parameter of NADU

B. RTCP Feedback .
If a packet has a sequence number less than NSN it has

.The aim of the transmission control is to achigve an efﬁCieQFready been decoded. If the streaming server knows the size
client buffer management through several traffic pararagfer of each transmitted packets, HRSN and NSN trace the level of

carried by the Receiver Report (RR) in R_TCP protocol [141he client buffer. The Free Buffer Space (FBS) fields describ
RTCP packets are generated at regular time intervals. $o, e client status. In the generig;, frame time it holds:

client traffic parameters are sampled with a constant frecyue
and sent back to the streaming server with the same constant -
frequency. We can make use of the several fields in RTCP stan- NSN(k) = HRSN(k) + FBS(k) = b+1 “)
dard to know the status of client buffer. The Highest Reakive Whereb is the client buffer size. The quality of the delivered
Sequence Number (HRSN) is the sequence number of the gsta depends on the variable conditions of the wirelessalimtk
packet arrived at the client buffer. The Highest Transrdittehe user equipments limited amount of memory. RTCP can be
Sequence Number (HTSN) is the sequence number of tgood solution to enhance the wireless multimedia stre@min
last packet sent by the server. The Oldest Buffered SequeigeS over IP networks. In the next section we introduce a
Number (OBSN) is the sequence number of the next packabdulated frequency for RTCP packets, dynamically vagiabl
to be played out at the time the RR is built. The Playouiccording to the real buffer fill level information carrieg b
Delay (PD) is the time interval before the OBSN packet IRTCP packets. We exploit this information to dynamically
played out. The NSN (Next Sequence Number) represents taey the frequency of the RTCP packets coming to the server.
sequence number of the next packet to be decoded [15]. e illustrate that this method improves the results in the
server can keep track of the HTSN to calculate the amousdenarios of practical interest.
of sent packets [14]. Therefore, RTCP protocol carriesrsgve
useful information as the playout delay, the sequence numbe!!l- THE SCHEDULING ALGORITHM FORINTERACTIVE
of received packets and, in consequence, the residualrbuffe VIDEO (SAIV)
space (expressed in multiple of 64 bytes). Based on thesén this section we introduce a novel algorithm , the Schedul-
information, the streaming server regulates the bit rate g Algorithm for Interactive Video (SAIV), thought for réa
transmitted data according to terminal status, like budige time interactive multimedia applications. SAIV tries taluee
and the user action (pause, fast forward, etc.), that dyon@ll problems discussed in the previous sections and casside
influence the buffer fill level during stream running. The bithat the end user performs other actions than playback. It
rate regulation is performed with the same sampling frequencalculates the residual free buffer space and the new skehedu
given by RTCP information. Only in these time instants, iaccording to RTCP information. It takes into account the
fact, the server knows exactly the real status of the clieaser interactivity to avoid continuous rebufferings andl ba
terminal, and can reschedule data accordingly. Fig. 2 shomedia quality caused by buffer underflows and overflows
how the streaming server uses this information to adjust thespectively. To face these problems we propose a dynamic
transmission rate whenever network congestion or lossesseheduling at the server side. The external user actioes lik
receiving side occur. pause or fast forward, change the client buffer fill level and
The 3GPP standard considers the evolution of RTCP packedn easily bring to buffer underflows and overflows, incregsi
called the Next Application Data Unit (NADU) [6]. Thethe probability of losses and rebufferings. According te th
NADU packet carries several information, such as the numbdifference between the calculated buffer fill level at serve
of packets reached the client, the number of packets staredside and the real buffer fill level at client side, RTCP pasket
the client buffer and playout by the user. These parameters sampling frequency is varied. If the user stops playback and
illustrated in Fig. 3. server does not quickly react a buffer overflow occurs. On



the other side, fast forward actions can cause underflow. Tlegel F'BS,(k) calculated by the server. And according to
proposed algorithm increases or decreases the frequency(7)f the larger the differencEBS.(k) — FBSs(k), the larger
RTCP packets according to user interaction. We focus on theB|. SAIV dynamically varies the RTCP sampling frequency
effects of the user interaction that modify the status ofittee  and consequently the slide lengthaccording to|AB|, with

bile device. Scheduling is performed over partially ovepled 0 < |AB| < b. Let us note in fact that each time a RTCP
temporal windows. The overlap degree varies dynamicallyacket arrives to the server, the schedule must be caldulate
according to the varying frequency of the feedback inforamat again in the time window. This is equivalent to sliding the
carried by RTCP packets. The variation of the RTCP feedbadk®e window by the time interval between two consecutive
frequency is implemented as follows. Let us suppose that tR&CP packets. The RTCP periodicity thus coincides with
streaming server sends VBR video to a 3G device. The ser@nce it is reasonable that small B| increments cause high
reduces the video bit rate variability through the workahe o decrements, to more quickly modulate the schedule to the
scheduling as explained in [12]. The server schedules datauser external actions, SAIV implements the following sienpl

partially overlapping windows of size N frame times. hyperbolic relationship betweemn and A B:
Now, let us suppose that a NADU packet arrives to the
server in thek! frame time. The server calculates through |AB| = @ + as (8)
the schedule the expected free buffer ley&BS,(k), as eq. @
(5), The parameters; anda, are calculated by imposing the

bound conditions:
FBS,(k) = B(k)— S(k) >0 (5)

9)

and then it compares it with the real free buffer space in the
k" frame time, coming from the client through RTCP, that we
call FBS.(k). The first of (9) means the same fill buffer level at the
If the user performs only video playback, surely it holds: client and server side. In this case we assume dothe
value proposed in [10], that is a good compromise between
FBS;(k) = FBS.(k) (6) an efficient reduction of the video burstiness and the comput
On the contrary, if the user performs some actions like pauté%nfal overhead due to_wmdows overlap_. In the_ second of (9)
or fast forward, the expected buffer level and the real louff € Increase the sampling frequency ‘rf‘t its maximum allowed,
level will be different, andF'BS,.(k) will depend on the spe- at '13 a RTCP packet gach frame time € 1)..We chose
cific user action. We suppose only two kinds of events: pauge— 2 S the maximunslide — length, because it is the best
and 2x and 4x fast forward. In the first case, if the user sto éde-oﬁ between the (_)ptlmum sched_ule a_nd the computtion
the playback, the data will only enter the buffer but will eev verh_ead of.the algorithm, as explained in [10]. The system
leave it. In this case, since the server supposes playbabk V\glg) brings to:
data also leaving the buffer, it will bEBS.(k) < FBSs(k). {

AB|=0=a=1%
IAB|=b=a=1

Vice versa, in the case of Fast Forward action, it will be
FBS.(k) > FBS,(k). Nevertheless, SAIV performs more.
It varies the frequency of the feedback information acouydi
to the quantity:

10
%4‘@2:0 2b ( )

Nb

a1+a2:b al] = ~v—»5
= N-—-2

2 = —N N3

By (8), replacinga; andas and derivinga as a function of
AB we obtain:

|AB| = |FBS,(k) — FBS.(k)| (7 Nb

a(AB) =
In fact, fast forward actions increase the underflow prob- (A5 (N —=2)|AB| +2b
ability, but the server knows the precise sequence numberccording to eq. (11) the server updates dynamically the
HRSN (k) at each RTCP feedback. So the server can rgequency of RTCP sampling and rescheduling.
send scheduled frames starting BYRSN (k), because the  Resuming the SAIV behavior, when a RTCP packet comes
buffer is empty. As a consequence, the user will perceiy i, the server compareBBS.(k) and FBS,(k) and cal-

only a delay in frame decoding due to the rebuffering. Fram@latesAB = FBS,(k) — FBS.(k). Depending omAB the
losses due to buffer underflow will never occur. In the case 6érver calculates the next RTCP feedback time as:

buffer overflow, instead, losses will occur because theeserv

continuously sends data in a full buffer and data exceediag t k1 (AB) = k + a(AB) (12)
buffer size will be dropped. S&#T'SN (k) > HRSN (k) and

the server is not able to identify and send lost frames again.Then the server sends this information back to the client.
If the server is quickly able to react through reschedulinghe server then updates théSN (k) information by (4), it
both these events can be efficiently prevented. Each acti@schedules video data and sends the dirstheduled frames,
other than playback performed by the user changes the frg#il the updated”BS.. (k) information comes again from the
client buffer level. SAIV compares it with the free bufferclient. And so forth until the stream end.

(11)



V. EXPERIMENTAL RESULTS It is clearly visible that SLWIN losses are always higher
In this section we test SAIV witBlide — length on average than SAIV losses for all considered movies. This
1 < o < (N/2) and compare it with the algorithm in demonstrates the SAIV better capacity of reacting more effi-
[10], that we call SLWIN, with a constantlide — length ~Ciently to external user actions thanks to the dynamic tiaria
a = N/2. We fix a window length ofV = 600 frame times ©f RTCP periodicity.

for SLWIN. All time units are expressed in frame times. Th@  SAIV and SLWIN performance for different window sizes
companison between SAIV and SLWIN has been obtained byIn Fig. (5) another experiment is illustrated, that shows

simulating the transmission of 40.000 video frames of fOlgAIV and SLWIN performance for different windows sizes.

videos,. MPEG—_4 coded with high quality. Tab_le | iIIustrate§Ne selected two movies, "Silence Of the Lambs” and *Jurassic
the main statistics of the four considered movies. Park” both of length 20 minutes. We fixed the client buffer

TABLE | size at 1Mbyte. The window size N varies from 550 frame
MOVIES FEATURES times (22 seconds) to 1000 frame times (40 seconds) with
Movies gO?pression I\B/I_ftéanR t gfiak Rat Pfegl_i/'\é'et’cm step 50 frame times (2 seconds). The markers in the figure
atio | ate I ate | oOf Bit Rate . . .
(bit/sec) (bit/sec) represe_nt the S|mulgtlon results averaged over 30 expetine
Aladdin 17.46 7.4e+05 | 3.1e+06 | 7.07 as previously explained.
Jurassic Park | 9.92 7.7e+05 3.3e+06 4.37
Silence of | 13.22 5.8e+05 4.4e+06 7.73 12000
Lambs
The Simpson | 5.84 1.3e+06 8.8e+06 6.75 o000
We assume four different types of action performed k_ " ch :
= —&— Silence of Lambs SLWIN
the user: pause, play, fast forward 2x and fast forward 435 i = | |—=—silence of Lambs SAIV
The action type and its starting time are randomly chos: _ s P SN
by a uniform distribution. We suppose that all actions hay ., -
. . . . . ——
a duration randomly chosen by a uniform distribution an /
. . . _
ranging between 5 (125 frame-time) and 50 (1250 frame-tim 2000 |—=
seconds. Thirty simulations of the same video have have be
performed, each time with a different random sequence N
user actions, calculating losses and then averaging thiises Window Size (frames)

The considered losses occur only for buffer overflow, begaus - _ _
when underflow occurs frames are not lost, but the user only Fig- 5. Lost frames for SAIV and SLWIN with fixed window size

displ j ie. N theless, in thi the s . _ . .
isplays a jerky movie. Nevertheless, in this case the ervedFlg. (5) shows the influence of the window siZé on

can retransmit the frames to be still decoded. As explain&){sses for SAIV and SLWIN. Based on the specific user

above, a different sequence of user actions with different; . . .
durations, is generated in each simulation. The first expent action SAIV dynamically varies the instant of the next RTCP

shows SAIV and SLWIN performance with a fixed buffer angedbaCk and consequently of the slide-length Also in

window sizes. The window size is 600 frames and the buff Is case, for both movies SAIV performs better than the
size is 1MByte.

LWIN, as shown in Fig. (5). For both SAIV and SLWIN,
losses decrease witlW decrease since an increased average
feedback frequency reduces the loss probability, evenef th
computational complexity increases too.

8000

7000

B. SAIV and SLWIN performance for different buffer sizes

Another proposed experiment shows SAIV and SLWIN
performance for different client buffer sizes. It is illeeted
by Fig.(6) that shows the "Jurassic Park” losses and Fig.(7)
that shows the "Silence of Lambs” losses.
Losses have been calculated by choosing the same pieces of
video stream used in the previous simulation. Type, dumatio
and starting time of the user actions have been randomly
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Alagn s Pat Silence OfLambs  The Simpson extracted by a uniform distribution as during the previous
jovies . - . .
experiments. In this case the window size has been set to
Fig. 4. Histogram of lost frames during the movies transmission N = 600 frame times, and the buffer size varies from

64Kbytes to 1Mbytes, with increasing powers of 2.
Fig.(4) shows the overall averaged overflow losses for eachOnce again SAIV performs better than SLWIN. As Fig.(6)
movie. and Fig.(7) show, SLWIN losses are higher than the SAIV
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influenced by the sequence of the user actions and especially
by varying RTCP frequency calculated by the server. Further
improvements, in this direction, can be done by testingrothe
methods for the dynamic calculation of the RTCP sampling
frequency. Other on-line scheduling algorithms can also be
adopted, that can more quickly react to the varying client
buffer conditions and further reduces frame losses. The rea
status of the UMTS core network, together with its interme-
diate buffers, could also be modeled to analyze the network
behavior towards losses.
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