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Abstract—The new generation of digital services are natively
conceived as an ordered set of Virtual Network Functions,
deployed across boundaries and organizations. In this context,
security threats, variable network conditions, computational and
memory capabilities and software vulnerabilities may signifi-
cantly weaken the whole service chain, thus making very difficult
to combat the newest kinds of attacks. It is thus extremely impor-
tant to conceive a flexible (and standard-compliant) framework
able to attest the trustworthiness and the reliability of each single
function of a Service Function Chain. At the time of this writing,
and to the best of authors knowledge, the scientific literature
addressed all of these problems almost separately. To bridge this
gap, this paper proposes a novel methodology, properly tailored
within the ETSI-NFV framework. From one side, Software-
Defined Controllers continuously monitor the properties and the
performance indicators taken from networking domains of each
single Virtual Network Function available in the architecture.
From another side, a high-level orchestrator combines, on de-
mand, the suitable Virtual Network Functions into a Service
Function Chain, based on the user requests, targeted security
requirements, and measured reliability levels. The paper con-
cludes by further explaining the functionalities of the proposed
architecture through a use case.

Index Terms—Network Function Virtualization, Service Func-
tion Chain, Remote Attestation, Trustworthiness

I. INTRODUCTION

In the last years, there has been an exponential growth in
the users demand of new network services, favoured by the
explosion of new network technologies and infrastructures that
have increased the degree of pervasiveness and connectivity
among the plethora of heterogeneous devices. Unfortunately,
hardware infrastructures cannot easily adapt to this rapidly
evolving scenario: hardware resources are limited and suffer
from scalability problems, rigidity in configuration changes,
and consistent deployment and maintenance costs.

An effective solution to solve these issues is virtualization,
that decouples software applications from the underlying hard-
ware, and gives rise to the Network Function Virtualization
(NFV) paradigm where different Virtual Network Functions
(VNFs) are defined, interconnected and executed, allocating
resources to all of them to compose a Service Function
Chain [1]. Each NFV is designed, deployed and managed via
software, so that it can be seen as an instance of the software
decoupled by the underlying hardware and running on it, thus

increasing the service reliability and flexibility, reducing costs,
and optimizing the lifecycle management of a service.

The main advantages of a Service Function Chain of VNFs
are counterbalanced by security concerns. In virtualized en-
vironments, security threats and software vulnerabilities can
easily increase and blur the attack surface, making more
difficult to combat the newest kinds of attacks. In addition,
the service chain should guarantee reliability requirements
while providing a service to end users. To tackle these issues,
a flexible and standard-compliant framework would be of
great help in assessing and certifying the trustworthiness of
Service Function Chains composed by VNFs and extending
across multiple and heterogeneous domains, while satisfying
reliability guarantees. Unfortunately, this topic has not been
properly addressed yet in the current literature.

The goal of this paper is exactly to fill this gap, proposing
a methodology, tailored within the ETSI-NFV framework, to
verify the trustworthiness and reliability of Service Function
Chains of VNFs through remote attestation, an approach that
is still unexplored in the recent literature to the best of the
authors knowledge. The proposed methodology relies on the
continuous monitoring of the VNF properties and performance
indicators by Software-Defined Controllers, that report all
this state information to a high-level orchestrator. In turn,
the orchestrator selects and combines the VNFs on the basis
of both the trustworthiness of the VNFs bootcode and the
VNFs suitability to meet service requirements in terms of
networking, computational, and memory capabilities. This
approach is very general and customizable according to the
targeted use case: each single aspect of the designed solution
could be further extended, improved, and customized before
being implemented in real use cases.

The contribution of this paper can be synthesized into the
following points:
• a strategy to build a Service Function Chain (SFC) of

VNF based on attestation and reliability criteria;
• the proposal of a novel architecture;
• a flexible and customizable method.
The reminder of this paper is organized as follows. Section

II reviews the most representative literature on Remote Attes-
tation, Service Function Chains and NFV. Section III describes



the methodology for the remote attestation of VNF-based
Service Function Chains. Section IV provides an example of
the application of the proposed methodology to a real use case.
Finally, Section V concludes this work.

II. BACKGROUND AND STATE OF THE ART

In this section a review of the most recent literature on
remote attestation of services, service function chains and
NFV standardization efforts is carried out. In each of the three
subsections that follow, the discussion of the state-of-the-art
literature is preceded by the most relevant background notions
on the topic the subsection refers to.

A. Reference technologies for the remote attestation

A service is said to be trusted when it is in the same
operating state as it was when released by the developer. In the
current scientific literature the evaluation of the trustworthiness
of an application is generally based on the bootcode of the
application. Specifically, a hash function (h) is applied to
this piece of code; then the hash value is compared with a
reference value provided by the producer. If a match occurs,
the trustworthiness is verified. Several works in literature deal
with remote attestation techniques. Methodologies to perform
attestation for distributed systems are proposed in [2], [3].
A fine-grained attestation method is proposed in [2], while
the work [3] presents a property-based remote attestation
method oriented to cloud computing. Another fine-grained
remote attestation architecture for containerized system (like
guest Operating Systems in Virtual Machine) is presented in
[4]. Domain-specific integrity reports are built to ease system
and sub-system verification, and provide desirable properties
such as measurement log stability and constrained disclosure
for multi-domain systems. Privacy-preserving blockchains are
adopted in [5], to implement remote attestation in the Inter-
net of Vehicles (IoV) context. Different attestation schemes
are analyzed in [6], that satisfy scalability requirements for
their application in large networks of embedded devices. The
schemes are analyzed with respect to malware and run-time
attacks detection capabilities. Scalability is also the focus of
the remote attestation mechanism presented in [7]. It is based
on Machine Learning algorithms embedded into functions of
the public cloud, which are available on “pay-per-use” basis
and have more sophisticated and efficient hardware, while
lightweight CPU tasks and privacy preserving verifications are
carried out in the private cloud. The goal of the scheme is
to preserve privacy of the applications on the efficient and
less expensive hardware of the private clouds. Hardware-based
attestation and isolation architectures are also presented in
[8], comparing them all in terms of security properties and
architectural features they offer. Another study on remote
attestation techniques for embedded devices is carried out in
[9], where devices are resource-constrained and have limited
connectivity. A real use case (hydroelectric power plants) is
also considered, evaluating the system components and their
privileges related to their influence on the control task, and
integrating a trusting computer architecture.

The paper [10] proposes a three-phase remote attestation
protocol for distributed system. It binds the system measure-
ments with server-signed certificates, to authenticate clients to
a server; policies are enforced to make the environment more
suitable according to network needs. A worm propagation
detection scheme for sensor networks is proposed in [11]. It
exploits rooted software remote attestation to detect infected
nodes. The software-based remote attestation technique pro-
posed in [12] guarantees the execution of trusted and correct
code on a remote host, so that the control domain becomes the
root of trust and provides services such as code measurement,
trusted execution, and remote attestation.

Some works deal with remote attestation techniques in
Internet of Things (IoT) scenarios [13]–[17]. In [13] the
remote attestation technique aims at detecting hardware and
software modifications of the original configuration of a de-
vice in the network through static and dynamic attestation
phases. The scheme in [14] is a many-to-one scheme, i.e.
many verifiers attest a single untrusted node (the “prover”),
eliminating the single point of failure (the single verifier). The
scheme, suitable for IoT swarms, aims at quickly reporting
compromised nodes, to reduce the run-time of attestation.
A remote collective and scalable attestation scheme for IoT
networks is presented in [15]. The scheme is based on a
mechanism of key exchange and Proofs-of-non-Absence, that
verifies that nodes do not disconnect from the network. The
protocol proposed in [16], called RADIS, is based on a control-
flow attestation technique that detects the IoT services that
perform an unexpected operation because of their interactions
with a malicious remote service. A definition of the required
security properties for distributed IoT services is also pre-
sented, together with an adversary model whose goal is to
compromise the correct execution of distributed IoT services.
A study of collective Remote Attestation schemes for large
networks of embedded devices (like IoT networks) is carried
out in [17]. A formal model of collective remote attestation
for a use case is built, that encompasses desirable efficiency,
soundness, and security notions. Starting from this point, a
collective remote attestation protocol adhering to the model
requirements is built and implemented.

B. Provisioning of security services for Service Function
Chains

To provide a service requested by a user, there is often the
need to offer a series of functions that have to be executed
sequentially in a predetermined order. This sequence is defined
as a Service Function Chain. Few works can be found in the
recent literature that deal with Service Function Chains. In
[18] a set of requirements is proposed to solve the problem
of isolating and encrypting Service Function Chains. In [19],
the management of a Service Function Chain is integrated in
the Software Defined Network controller, in order to handle
large-scale data center networks.

Works [20]–[23] study some problems related to this topic.
A design method is proposed in [20] to increase the reliability
of a service chain while reducing the resource consumption.



The survey [21] focuses on the motivations and efforts in
implementing Service Function Chains. In [22], an anomaly
detection method is proposed for a service chain of VNFs,
in order to ensure their correct placement. Finally, a study is
performed in [23] on the Service Function Chain composition
and mapping, focusing on resource optimization issues. In
[24], a formal trust chain model is proposed, which includes
important rules of the trust chain. Also the work [25] presents
a diagrammatic approach to model rules of trust using an
extended version of concept diagrams.

C. Proposals related to ETSI-NFV specifications

The NFV framework decouples a network function from
the underlying dedicated hardware. It has been standardized by
the NFV ETSI Industry Specification Group into specifications
that describe the main functionalities of the NFV framework
architecture, the design principles of the related infrastructure,
and the VNFs that are the virtualized functions making part
of the framework [26]. As such, the NFV framework is
composed by a number of VNFs that are properly managed
and orchestrated.

Some works can be found in literature that analyze security
aspects of VNFs. A survey aiming to analyze NFV from a
security perspective is found in [27]. An analysis of security
threats is carried out, conducting comparative studies on secu-
rity mechanisms applied in traditional scenarios. Some NFV
use cases are analyzed in [28], pointing out their threats and
misuse activities. Starting from this analysis, some security
policies are proposed to improve system security. The problem
of placing VNFs on the NFV infrastructure and establish-
ing the paths between them is tackled in [29]. This work
proposes to solve this problem through Linear Programming
techniques with trust, placement, flow and capacity constraints.
Trustworthiness in NFVs is the main focus of [30], [31].
In [30] the challenges in incorporating trust in NFV are
discussed, also evaluating some requirements for establishing
the trust. The design of a centralized monitoring and reporting
solution is presented in [31] to assess the trustworthiness of
a NFV infrastructure, tailored for the Security-as-a-Service
paradigm. In [32], different methods are discussed to protect
the context of the headers of packets exchanged among service
function, and an experimental study is conducted to evaluate
the performance of the solutions. Papers [33], [34] try to solve
the problem of composition and reconfiguration of a Service
Function Chain in NFV architectures.

D. Final Considerations

The analysis of the current state of the art clearly demon-
strates that security of virtualized services and service chains is
of paramount importance. Nevertheless, as reported in Table
I, there is still the lack of a general framework that jointly
addresses security threats, variable network conditions and
computational capabilities, and software vulnerability, through
a standard-compliant methodology.

III. THE PROPOSED ARCHITECTURE

This Section presents the proposed architecture for the
attestation of trusted and reliable Service Function Chains,
based on the ETSI-NFV framework.

Since the proposed procedure is compliant with the ETSI-
NFV standard, among the involved entities there are some
components typical of the NFV framework [26]. Overall, the
entities involved in the process are:
• VNF: it is the entity dedicated to provide a certain

function;
• Orchestrator: it is the logical entity in charge of manag-

ing the overall architecture. It handles the VNF placement
and deployment, the composition of the service chain and
the attestation procedure. For the attestation process it
integrates the Remote Verifier and the Trust Assessor;

• Attestation Agent: it is installed on the target platform,
listens and receives the attestation requests;

• Remote Verifier: it is in charge to validate the integrity
measurements of the target platform;

• Trust Assessor: it is the component that exploits the
result of the integrity validation to determine further
actions;

• Software Defined Network controller: it is the log-
ical entity that monitors and configures the network.
It receives the state information and passes it to the
orchestrator;

• Trusted Platform Module: it is the cryptographic co-
processor (that acts as root of trust for measurements).
It contains the Platform Configuration Registers storing
the hash (or digest) of the bootcode of the function [31],
[35]. Hashes are used during the attestation procedure
to decide on the trustworthiness of the service chain; as
known, hash functions are mathematically built so that the
probability that two different messages generate the same
digest is about zero. Since the bootcode is characteristic
of the VNF and does not depend on data it generates and
manages, the hash of a VNF guarantees its originality, and
that it has not been altered during its lifecycle operation
in the service chain;

• Database: it is the physical place where the reference
information of the VNFs is stored. It is supposed to be
secured and tamper-resistant.

The reference scenario envisaged in this work is depicted
in Figure 1.

There are different servers, each one managing a cloud
environment that runs some VNFs. The same VNF can be
hosted by one or more servers, also belonging to different
domains or organizations, for redundancy and load balancing.
Indeed, if a VNF is not accessible, another one performing
the same function can be chosen in replacement of the first
one. On each server, there is a Trusted Platform Module
installed, to perform the cryptographic operations needed to
create the integrity measurement report. Additionally, on each
cloud environment several Attestation Agents are installed, one
for each VNF. Finally, on the orchestrator, the Trust Assessor
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PAPER Definition
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[2] X X X
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[8] X X X
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[15] X X X
[16] X X X X X
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[18] X X X
[19] X
[20] X
[21] X
[22] X
[23] X
[24] X X
[25] X X X X
[26] X X X X
[27] X X X X
[28] X X
[29] X X
[30] X X X X X
[31] X X X X
[32] X
[33] X
[34] X

Our Work X X X X X X X X

and the Remote Verifier are installed, to manage the requests
and handle the attestation procedures.

In order to perform the service attestation, three different
procedures are required: Installation, Reporting and Attesta-
tion.

A. The Installation procedure

The Installation procedure is performed each time a new
VNF is installed on the server. During this phase, after the
VNF installation, all the reference parameters of its state
S(init) are distributed and stored in the database. The follow-
ing set of parameters is defined, to evaluate the trustworthiness
and the reliability of a VNF:
• h(init): it represents the hash of the bootcode;
• b(init): it represents the bandwidth consumption;
• c(init): it represents the CPU usage;
• m(init): it represents the memory footprint.
The initial state S(init) of a VNF is thus defined as:

S(init) = {h(init), b(init), c(init),m(init)} (1)

In the Installation procedure the orchestrator first sends an
installation message to the Attestation Agent of the VNF. In

response, the Attestation Agent sends its initial state S(init) as
in (1). In the last step, the orchestrator stores this information
in the database. The sequence diagram of this procedure is
reported in Fig. 2.

B. The Reporting procedure

In the Reporting procedure, the Attestation Agent of each
VNF updates the state information to the Software Defined
Network controller and the orchestrator. This procedure should
be performed periodically, so that the Attestation Agents can
update the state information to notify changes in the reliability
requirements of the VNFs they refer to. The servers the VNFs
run onto allocate dynamically resources to them, depending
on both the total workload they have and their hardware
characteristic. So, the impact that each VNF has on a server
will be different from the impact the same VNF can have on
another one, and can also vary in time. In addition, in this
study it is supposed that the periodicity of the updates is long
enough, with respect to the total duration of the service, to
reduce the overhead due to a possible frequent changes of
the elected VNF in the chain. All this given, the reference
variables for each VNF are the parameters of the current state
S(cur) of the VNF, identified as:



Fig. 1. Reference Scenario

Fig. 2. Sequence Diagram of the VNF Installation procedure

S(cur) = {h(cur), b(cur), c(cur),m(cur)} (2)

In the Reporting procedure the Software Defined Network
controller requests the updated data to the Attestation Agent,
that sends back the updated state information S(cur) as in
(2). The Software Defined Network controller contacts the
orchestrator and sends it the state information. The orchestrator
then stores these data in the database. The sequence diagram
of this procedure is reported in Figure 3.

C. The Attestation procedure

The Attestation procedure is in charge of choosing the
most suitable VNFs that form a service chain, according to
both trustworthiness and reliability requirements. This pro-
cedure is called each time a user wants to access/use a
service composed by a sequence of VNFs. The orchestrator
maps the service request into a service chain, identifying
the best set of VNFs, based on specific reliability levels
(i.e., bandwidth conditions, CPU and memory usage), and
setting up the related NFV graph that describes the various
interconnections among VNFs. The targeted service chain
C = {V NF1, V NF2, ..., V NFN}, is derived as follows.

Fig. 3. Sequence Diagram of the VNF Reporting procedure

Let L be the set of all the available VNFs, N = |C|
the number of services of the chain, and li the num-
ber of instances of VNF performing the i-th service of
the chain. Let also V NFi,j be the j-th instance of the
VNF performing the i-th service (1 ≤ i ≤ N , 1 ≤
j ≤ li). The orchestrator periodically receives the current
state S

(cur)
i,j = (h

(cur)
i,j , b

(cur)
i,j , c

(cur)
i,j ,m

(cur)
i,j ) of V NFi,j ,

and compares it with the initial trusted state S
(init)
i,j =

(h
(init)
i,j , b

(init)
i,j , c

(init)
i,j ,m

(init)
i,j ) stored in the database. All the

VNFs not verifying the hash check (i.e., h(init)
i,j 6= h

(cur)
i,j ) are

considered as untrusted and discarded from the list, because
this means that the VNF bootcode has been altered from its
original (trusted) version. All the other VNFs passing the
check are stored in a set Fi of trusted VNF of the i-th service,
of size |Fi| ≤ li. For all the VNFs belonging to Fi, the
orchestrator computes the reliability function ∆F i,j , defined
as:



∆F i,j =w1(b
(cur)
i,j − b

(init)
i,j ) + w2(c

(init)
i,j − c

(cur)
i,j )+

+ w3(m
(init)
i,j −m

(cur)
i,j )

(3)

where the weights w1, w2 and w3 satisfy the constraint
w1 + w2 + w3 = 1 and can be arbitrarily chosen, depending
on the impact that the specific reliability metric (bandwidth,
CPU usage and memory footprint) has on the service chain.
Obviously, the more reliable the V NFi,j , the higher ∆F i,j ;
so, the best VNF for the i-th service is chosen as the one
corresponding to the maximum value of the reliability function
related to the same service:

V NFi = V NFi,jopt , where

{jopt|∆Fi,jopt = max
1≤j≤|Fi|

∆Fi,j} (4)

It is worthy to note that Fi could also be empty. In this
case, the i-th service is declared as untrusted, and so the
whole service chain. This attestation procedure is summarized
in Algorithm 1.

Algorithm 1: Attestation procedure
Input : Number of services: N

Set of available VNFs: L
Output: Targeted Service Chain: C
for i = 1 : N do
Fi ← ∅
li ← Number of VNFs selected for the i-th service
for j = 1 : li do

S
(cur)
i,j ← Get the current state of
V NFi,j : (h

(cur)
i,j , b

(cur)
i,j , c

(cur)
i,j ,m

(cur)
i,j );

if h(cur)
i,j = h

(init)
i,j then

Fi ← Fi ⊕ {V NFi,j}
∆Fi,j = w1∆bi,j + w2∆ci,j + w3∆mi,j ;

end
end
if Fi = ∅ then

return Untrusted Service Chain
else

select
{1 ≤ jopt ≤ |Fi| |∆Fi,jopt = max

1≤j≤|Fi|
∆Fi,j};

V NFi = V NFi,jopt

end
end
C = {V NF1, V NF2, . . . V NFN}

The targeted service chain C is sent to the Remote Verifier,
which in turn sends the attestation requests to the Attestation
Agents of the VNFs. The Attestation Agents retrieve the
integrity measurements from the Trusted Platform Module and
generate the integrity report, that is sent back to the Remote
Verifier.

The Remote Verifier verifies the integrity report, computes
the integrity result and sends it to the Trust Assessor that reads

such result and determines the trustworthiness of the service.
The sequence diagram of the Attestation procedure is reported
in Figure 4.

Fig. 4. Sequence Diagram of the Attestation procedure of the service chain

IV. A PRACTICAL USE CASE

This section shows the operative mode of the proposed
architecture through a practical use case. Let us consider a
video transmission scenario. The service chain is made up
of five distinct functions: a firewall, an Intrusion Detection
System (IDS), a parental control filter, a video optimizer, and
a Network Address Translation (NAT). Each of the above
functions is implemented as a VNF. The five resulting VNFs
must be executed sequentially to guarantee the overall service
to the final user. For example, without loss of generality, the
firewall is implemented as VNF1, the IDS as VNF2, the NAT
as VNF3, the parental control as VNF4 and the video optimizer
as VNF5. The VNFs are located on different servers, say,
three servers labeled as S1, S2 and S3, that are distributed on
a multi-cloud environment. To take into account redundancy,
multiple copies of the same VNF are installed on more servers.
Let the VNFs be located on the servers as follows. On S1 there
are a firewall, an IDS, a video optimizer, and a NAT; on S2
there are an IDS, a parental control, and a NAT; and on S3
there are a firewall, a parental control, and a video optimizer.
This example is depicted in Fig. 5

Fig. 5. Use Case Scenario

The first step to be executed is the installation procedure.
The orchestrator sends a message to the Attestation Agent of
each VNF that triggers its installation. The Attestation Agents
send back the initial state Sinit of the VNFs they refer to. The
orchestrator stores all this information in its secure database.
Let the initial parameters be as in Table II.

During the reporting procedure, the Attestation Agent of
each VNF communicates with the Software Defined Network



TABLE II
VNFS’ INITIAL STATE

Server 1 Server 2 Server 3
V NF1 {DFCD, 15 Mbps, 0.8%, 430 MB} {52ED, 8.4 Mbps, 0.78%, 410 MB}
V NF2 {8A0B, 14.6 Mbps, 1.1%, 360 MB} {6EB6, 13 Mbps, 1.08%, 340 MB}
V NF3 {52E4, 12.7 Mbps, 0.94%, 270 MB} {4BA3, 11.2 Mbps, 1.14%, 290 MB}
V NF4 {6C9A, 12 Mbps, 0.83%, 300 MB} {70F7, 12.8 Mbps, 0.95%, 320 MB}
V NF5 {B36E, 18 Mbps, 0.7%, 170 MB} {0B91, 15.8 Mbps, 0.81%, 160 MB}

controller and sends the state information S(cur) to it. The
Software Defined Network controller monitors the parameters
of the involved entities and sends all the states to the orchestra-
tor, which stores the information in a database. As previously
said, this procedure is performed periodically, to update the
reliability requirements of the service.

As an example, let the current parameters be as in Table
III.

TABLE III
VNFS’ CURRENT STATE

Server 1 Server 2 Server 3

V NF1

{DFCD
14.4 Mbps

0.7%
400 MB}

{52ED
8 Mbps
0.75%

370 MB}

V NF2

{8A8B
13.9 Mbps

0.93%
350 MB}

{6E6B
10.9 Mbps

0.91%
310 MB}

V NF3

{52E4
11.9 Mbps

0.91%
250 MB}

{4BA3
10.7 Mbps

1.1%
260 MB}

V NF4

{6C9A
11.1 Mbps

0.87%
280 MB}

{70F7
12.5 Mbps

0.9%
315 MB}

V NF5

{B36E
16.2 Mbps

0.59%
180 MB}

{0B91
16.3 Mbps

0.85%
150 MB}

When a user makes a request for a service, e.g. the fruition
of a video content, the attestation procedure begins and the
orchestrator starts Algorithm 1 to select the best VNF sequence
that compose the service chain. Let us suppose that the reli-
ability of the service relies more on bandwidth consumption
than CPU and memory usage. So, the weights of the reliability
function (3) are set as w1 = 0.4; w2 = 0.35; w3 = 0.25.

For each VNF, the reliability is then evaluated
according to Table IV, and the VNF list is
computed according to (4) and chosen as C =
{V NF1,3, V NF2,2, V NF3,3, V NF4,1, V NF5,2}.

Let us suppose now that some VNFs are attacked; as a
result, their hash values change, so that in the subsequent
update, the current state of the VNFs becomes as in Table
V, where the hash of the attacked VNFs is reported in bold.

The VNFs with the modified hash are no more considered
as trusted, and the list of VNFs that compose the service
changes accordingly. Referring to Table IV and applying again

TABLE IV
RELIABILITY FUNCTION FOR EACH VNF

Server 1 Server 2 Server 3
V NF1 7.775 10.1705
V NF2 2.8395 8.368
V NF3 4.3305 7.714
V NF4 5.346 1.3875
V NF5 -1.7415 2.286

TABLE V
CURRENT STATE AT THE SECOND UPDATE

Server 1 Server 2 Server 3

V NF1

{DFCD
14.4 Mbps

0.7%
400 MB}

{52ED
8 Mbps
0.75%

370 MB}

V NF2

{8A0C
13.9 Mbps

0.93%
350 MB}

{6E6B
10.9 Mbps

0.91%
310 MB}

V NF3

{52E4
11.9 Mbps

0.91%
250 MB}

{4BA3
10.7 Mbps

1.1%
260 MB}

V NF4

{6E82
11.1 Mbps

0.87%
280 MB}

{70F7
12.5 Mbps

0.9%
315 MB}

V NF5

{B36E
16.2 Mbps

0.59%
180 MB}

{0A64
16.3 Mbps

0.85%
150 MB}

Algorithm 1 the VNF list that is sent to the final user becomes
C = {V NF1,3, V NF2,2, V NF3,3, V NF4,3, V NF5,1}.

V. CONCLUSIONS AND FUTURE WORK

Network Function Virtualization (NFV) is a network
paradigm that allows to decouple Virtualized Network Func-
tions (VNFs) from the underlying hardware, thus enabling
faster deploying of services. The interconnection of such VNFs
composes the Service Function Chain. With the emergence
of these paradigms, security problems arise that need to be
properly takled. In this context, remote attestation is surely
of great help in evaluating the trustworthiness and reliability
of VNFs. In this paper, a procedure is explained in detail
that performs the attestation of NFV-based service function
chains, by properly taking into account the targeted security
requirements and the measured reliability levels of the VNFs
of the chain. The architecture is described in detail, pointing
out the main parameters and procedures needed to evaluate the
trustworthiness and the reliability guarantees of the service



chain. Finally, a practical use case is described, to show
the operation mode of the proposed procedure. An accurate
definition of the most representative performance metrics and
the evaluation of the effectiveness of the architecture proposed
in this work require further investigation, that will be carried
out in a future research work.
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