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Abstract—The fifth-generation and beyond (B5G) commu-
nication systems are evolving for computation-intensive and
communication-sensitive applications with diverse Quality-of-
Service (QoS) requirements on processing, bandwidth, latency,
and reliability. This work focuses on an ultra-dense edge network
with Multi-access Edge Computing (MEC) facilities, serving
agents that execute their tasks by touring the cells. Specifically, we
propose a novel methodology for optimally and flexibly managing
task offloading in the context of heterogeneous computing and
communication services required by real-time robotic applica-
tions. Differing from many related work, the proposed approach
takes the number of admitted service migrations and the QoS
upper and lower bounds as binding constraints. We model the
QoS evolution based on the agent positions, the MEC servers
serving the agents, the QoS requirements, the communication
capabilities in the edge network, and the computing capabilities
of the servers. The model is formalized as a mixed-integer linear
program (MILP) to obtain an optimal schedule for the service
migrations and communication and computation bandwidth allo-
cation. Experimental results show that the approach outperforms
baseline approaches and can scale to large deployments.

Index Terms—B5G task offloading, migration cost, MILP,
computer simulation.

I. INTRODUCTION

The research on the next generation of mobile networks is
chasing the ambitious objective to jointly support, within a
flexible and powerful communication and computing infras-
tructure, a very large number of heterogeneous services [1],
[2]. In this context, an effective management of task offloading
is crucial to deliver high-quality services [3], hence the need
for the optimal management of computing and communication
resources at the network edge.

This important topic has been investigated extensively.
Many papers [4]–[18] focus on static scenarios, where user
mobility is not explicitly taken into account. Other papers,
e.g., [19]–[31], explicitly account for user mobility. They
propose optimization algorithms or iterative procedures to
optimize the allocation of servers to the tasks while respecting
energy, latency, and communication delay constraints. Task
offloading in mobile scenarios is certainly a complex problem.
While moving across network attachment points, mobile users
should be served by different servers at the edge, whose
position and capabilities can satisfy the expected service level.
The overall management is extremely dynamic. In case the
offered service is implemented through dedicated VMs (virtual

machines) or containers, such a dynamic scenario requires
frequent migration operations [20]–[22], [24], [25], [27].

Unfortunately, state-of-the-art solutions have two main
problems. First, many B5G use-cases (e.g., indoor robotic
applications) will be enabled through ultra-dense cell deploy-
ments, where a limited area is covered by numerous base
stations. The frequent handovers triggered by users’ mobility
would produce an erratic management of task offloading, re-
sulting in excessive migrations of VMs or containers deployed
at the network edge. Unfortunately, to our knowledge no
solution in the literature considers the number of migrations as
a system variable to be optimized (e.g., minimized). Second,
while in real-time systems the QoS of a service can be related
to its computation bandwidth [32], in edge computing the
degrees of freedom that affect the QoS are greater and include
at least the computation and communication bandwidth and
the physical displacement of the VM delivering the service.
Hence, the choice of these parameters can make for an
adaptive QoS level between some minimum and maximum.
Despite the evident benefits of an adaptive QoS, the flexible
provisioning of advanced services in dynamic network condi-
tions is quite ignored in the literature.

To close the gap, we propose a novel methodology to
manage B5G task offloading optimally and flexibly in the
context of real-time applications, which are represented well
in the robotic domain: AGVs (automated guided vehicles)
touring a large logistic facility using the edge facilities for
computation-intensive tasks. Network attachment points offer
wireless connectivity to agents (e.g., AGVs) that require
heterogeneous services. The attachment points are connected
to an edge network with computing capabilities provided by
MEC servers. The agents then connect to one of the available
MEC servers through edge links with fixed communication
capabilities. In the robotic domain, it is reasonable to assume
that agent mobility is predictable. Hence, the QoS dynamics
is modeled in terms of the agent and VM positions, the
service requirements, the link communication capabilities, the
MEC server computing capabilities, and other parameters. The
model is then translated into an MILP to get optimal VM
positions and their optimal communication and computation
bandwidth. Unlike the current state of the art, the QoS is a
function of computing and communication requirements, end-
to-end communication latency, and migration cost. Further-



more, while the computing and communication capabilities
are constraints in the state of the art, the proposed novel
approach is characterized by taking as constraints the number
of admitted VM migrations and the QoS lower and upper
bounds expected by the agents.

Therefore, we make three main contributions in this paper:
1) Section II presents the model of the QoS dynamic, 2) Sec-
tion III translates the model into an MILP, and 3) Section IV
evaluates the MILP effectiveness and scalability in various
scenarios. Section V outlines our conclusions and future work.

II. SYSTEM MODEL

B5G network dynamics are viewed at discrete times t with
the network edge being required by every mobile agent Ai∈A
to deliver a number of real-time services by running their VMs
Mi = {Mi,1, . . . ,Mi,mi

}. We denote the set of all VMs with
M =

⋃
Ai∈A Mi. While Ai uses a number of VMs, Mi,j

serves exactly one Ai and communicates with no other VM
in M.

Every cell Cc in the network G hosts a MEC server that
has a fixed computation capacity Φc. Similarly, the links
that connect every cell with the edge network have a fixed
communication capacity Ψc, as well. Thanks to the edge
network, a VM can migrate from the MEC server in some
cell Cc to the MEC server in another cell Cc′ to maximize
its QoS. We use µi,j,c,t (resp. ρi,c,t) to denote the location
of Mi,j (resp. Ai) in terms of the network cells G such that
µi,j,c,t = 1 (resp. ρi,c,t = 1) if the MEC server that hostsMi,j

is in cell Cc (resp. Ai connects to the network by attaching
itself wirelessly to cell Cc) and µi,j,c,t = 0 (resp. ρi,c,t = 0)
otherwise. While the position of the agents ρi,c,t is assumed
to be known a priori, the location of the VMs µi,j,c,t is to be
decided optimally.

Initially at time t = 0, no migration occurs, everyMi,j runs
on exactly one MEC server in some cell Cc, and every Ai is
hosted by exactly one cell Cc′ , possibly c = c′. At any later
time t′ > 0, while migration may occur, every Mi,j still runs
on exactly one possibly-different MEC server and every Ai is
still hosted by exactly one possibly-different cell. It follows
that (1) holds for every Mi,j and every Ai at any time t.∑

Cc∈G
µi,j,c,t = 1∑

Cc∈G
ρi,c,t = 1

(1)

Migrating Mi,j is assumed to consume negligible band-
width and take one time unit with cost Ei,j and with the total
migrations that can take place at any time t′ being limited by
some constant M .1 We use hi,j,t′ to denote the migration of
Mi,j at time t′ such that hi,j,t′ = 1 ifMi,j was at time t′−1

1This is realistic by choosing a suitable time unit and by reserving some
computation and communication bandwidth, if not dedicating processor cores
and network links, to support M concurrent migrations.

not hosted by the MEC server in Cc but at time t′ is hosted
by the server in Cc, else hi,j,t′ = 0. Hence, (2) and (3) hold.

hi,j,t =

0 , if t = 0

1−
∑
Cc∈G

µi,j,c,t−1 · µi,j,c,t , otherwise (2)

∑
Mi,j∈M

hi,j,t ≤M (3)

Beside µi,j,c,t, the computation bandwidth, denoted αi,j,t,
and the communication bandwidth, denoted βi,j,t, given to
Mi,j at any time t are to be decided optimally as well
subject to (4) and (5) with αmin

i,j and βmin
i,j being the least

bandwidth below which the service cannot be provided and
αmax
i,j and βmax

i,j being the greatest bandwidth above which
further allocations yield no benefits on the QoS.

αmin
i,j ≤ αi,j,t ≤ αmax

i,j (4)

βmin
i,j ≤ βi,j,t ≤ βmax

i,j (5)

On the other hand, the total computation and communication
bandwidth allocated to the VMs hosted by a MEC server
cannot exceed the maximum computation and link capacities
of the server. It follows that the computation bandwidth φi,j,c,t
allocated to Mi,j by the MEC server in a cell Cc at time
t has to satisfy (6) and (7). Note that if the MEC server
in Cc executes the VM Mi,j at time t, then φi,j,c,t > 0
but φi,j,c′,t = 0 for the MEC servers in all other cells Cc′ .
Furthermore, the communication bandwidth ψi,j,c,t of the link
that at time t connects an agent Ai to its VMMi,j running on
the MEC server in Cc depends on whether µi,j,c,t = ρi,c,t. If
it is, only the Ai↔Mi,j link in Cc allocates some communi-
cation bandwidth. Else, the communication bandwidth is also
allocated by all other links involved in routing the Ai↔Mi,j

communication. With respect to the routing, we assume that
at any time t there exists exactly one logical loop-free cycle-
free bidirectional route Rcs,ce,t ∈ ℘(G) from Ccs to Cce where
℘(G) is the power set of G. Clearly, {Ccs , Cce} ⊆ Rcs,ce,t (i.e.,
the start and end cells are on the route), Rcs,ce,t = Rce,cs,t
(i.e., the route is bidirectional), and Rc,c,t refers to the agent-
connecting wireless link. The binary value ηc,cs,i,t is used
to denote whether at time t, cell Cc is on the route Rcs,ce,t
between some cell Ccs and the cell Cce where the agent Ai is.
Specifically, if ρi,ce,t = 1 and Cc ∈ Rcs,ce,t, then ηc,cs,i,t = 1
(i.e., Cc is in Rcs,ce,t to route any bidirectional communication
between some VM Mi,j running on the MEC server in Ccs
and its agent Ai in Cce ), else ηc,cs,i,t = 0. The communication
bandwidth allocated to each VM ψi,j,c,t then has to satisfy
(8) and (9) (i.e., the total allocated bandwidth cannot exceed
the available one). Clearly, (7)/(9) fails for some VM Mi,j

whenever at time t the MEC server in some cell Cc hosts
too many VMs such that the sum of αmin

i,j /βmin
i,j of all the

VMs Mi,j hosted by the server in Cc exceeds the respective
capacity Φc/Ψc of the server in order to satisfy (4)/(5). In
case of failing (7), migrating Mi,j to another server in Cc′
may respect both (7) and (4) at time t. However, in case of
failing (9), the migration cannot respect both (9) and (5) in



Cc′ as Mi,j still needs at least βmin
i,j of the link capacity

at Cc to communicate with Ai, and hence, it follows that∑
Ai∈A ρi,c,t

(∑
Mi,j∈Mi

βmin
i,j

)
≤ Ψc for every cell Cc that

hosts some agent at time t.

φi,j,c,t = µi,j,c,t · αi,j,t (6)∑
Mi,j∈M

φi,j,c,t ≤ Φc (7)

ψi,j,c,t =
∑
Ccs∈G

ηc,cs,i,t · µi,j,cs,t · βi,j,t (8)

∑
Mi,j∈M

ψi,j,c,t ≤ Ψc (9)

Another important aspect of the model is the end-to-end
communication latency. Each route Rcs,ce,t has some end-
to-end latency Λcs,ce,t such that Λcs,ce,t = Λce,cs,t due to
bidirectionality. The end-to-end latency λi,j,t between Mi,j

and Ai at t is then given by (10) where τcs,i,t is the Λcs,ce,t
of the Cce that satisfies ρi,ce,t = 1.2 The end-to-end latency
λi,j,t is then required by (11) to satisfy some upper-bound
beyond which Ai would fail in executing its real-time tasks.

λi,j,t =
∑
Ccs∈G

µi,j,cs,t · τcs,i,t (10)

λi,j,t ≤ λmax
i,j (11)

We now use the framework just shown to define the total
QoS function. Specifically, we define in (12) the total QoS
experienced by Mi,j at t in terms of a quality function Q+

i,j

and a migration cost Q−i,j,t. The Q+
i,j quantifies the QoS of

Mi,j as a function of the given bandwidth for computation
αi,j,t and communication βi,j,t and the experienced end-to-end
latency λi,j,t in a manner that is specific to Mi,j . The Q−i,j,t,
however, follows from the previous definitions and is given
in (13) where the negative sign is justified by the migration’s
adverse effect on the QoS.

Qi,j,t = Q+
i,j(αi,j,t, βi,j,t, λi,j,t) +Q−i,j,t (12)

Q−i,j,t = −Ei,j · hi,j,t (13)

III. FORMULATION OF THE OPTIMIZATION PROBLEM

The model is formulated as a mixed-integer program (MIP)
optimization problem in terms of (12), which is the different
QoS experienced by every VM. Specifically, the MIP formu-
lation maximizes (14) subject to (1)–(11) over a time horizon
H ∈ (℘(N+ ∪ {0}) \ {∅}), which is a finite subset of the
naturals. ∑

t∈H

∑
Mi,j∈M

Qi,j,t (14)

Hence, due to the time horizon, the symbols t and t′ in the
MIP formulation refer to the members of H with t ∈ H and
t′ ∈ (H \ {minH}), while the time t = 0 refers to the

2As Cce always exists at any t due to Ai being exactly in one cell at any
t, it follows that Λcs,ce,t is always defined at any t due to the presence of
Rcs,ce,t at any t. Hence, if Λcs,ce,t > 0 for every cell pair (Ccs , Cce) and
for time point t, then τcs,i,t > 0 also for every cell Ccs and time point t.

time t0 = minH in the MIP formulation. We now discuss
how to turn our non-linear MIP into a mixed-integer linear
program (MILP) by getting rid of its non-linear forms: the
products of decision variables in (2), (6), and (8) and the
expression Q+

i,j(αi,j,t, βi,j,t, λi,j,t) in (12). To that end, we
adapt established techniques [33] as shown next.

To turn (2), which involves the product of two binary
variables, into a linear form, we introduce the binary decision
variable zi,j,c,t′ ∈ {0, 1} with t′ ∈ N+ (positive naturals) and
require that (15)–(17) hold. Since it can be shown by means
of a truth table that zi,j,c,t′ = µi,j,c,t′−1 ·µi,j,c,t′ if and only if
(15)–(17) hold, the MILP formulation replaces (2) with (15)–
(18).

zi,j,c,t′ ≤ µi,j,c,t′−1 (15)
zi,j,c,t′ ≤ µi,j,c,t′ (16)
zi,j,c,t′ ≥ µi,j,c,t′−1 + µi,j,c,t′ − 1 (17)

To turn (6), which involves the product of a real and
a binary variables, into a linear form, we define A to be
maxMi,j∈M α

max
i,j and require that (19)–(21) hold. Since it can

be shown that φi,j,c,t = µi,j,c,t · αi,j,t if and only if (19)–
(21) hold, the MILP formulation replaces (6) with (19)–(21).
Similarly for (8), we define B to be maxMi,j∈M β

max
i,j and in-

troduce the real decision variable ωi,j,cs,t while requiring that
(19)–(21) hold when ωi,j,cs,t, B, µi,j,cs,t, and βi,j,t replace
φi,j,c,t, A, µi,j,c,t, and αi,j,t, respectively. The MILP formula-
tion then replaces (8) with ψi,j,c,t =

∑
Ccs∈G

ηc,cs,i,t ·ωi,j,cs,t
and the additional constraints.

hi,j,t =

0 , if t = 0

1−
∑
Cc∈G

zi,j,c,t , otherwise (18)

0 ≤ φi,j,c,t ≤ A · µi,j,c,t (19)
φi,j,c,t ≤ αi,j,t (20)
φi,j,c,t ≥ αi,j,t −A (1− µi,j,c,t) (21)

To turn Q+
i,j(αi,j,t, βi,j,t, λi,j,t) into a linear form, we

assume that the function Q+
i,j is additively separable so

that Q+
i,j(αi,j,t, βi,j,t, λi,j,t) =

∑3
k=1 U

(k)
i,j f

(k)
i,j

(
v

(k)
i,j,t

)
with

v
(1)
i,j,t=αi,j,t, v

(2)
i,j,t=βi,j,t, and v(3)

i,j,t=λi,j,t. This assumption
can be broadened to include non-separable functions [34].
Each f

(k)
i,j is then approximated by a piecewise linear con-

tinuous function f̃
(k)
i,j defined in (22), which segments the

domain of f (k)
i,j into n

(k)
i,j possibly-unequal intervals and ap-

proximates f
(k)
i,j in every interval by a linear function. By

introducing n
(k)
i,j ∈ N+ pairs of real δ(k),l

i,j,t and binary b
(k),l
i,j,t

decision variables, if (23)–(26) hold with b
(k),n

(k)
i,j +1

i,j,t = 0,

then
∑3
k=1 U

(k)
i,j f̃

(k)
i,j

(
v

(k)
i,j,t

)
has (27) as its linear form. The

term Q+
i,j(αi,j,t, βi,j,t, λi,j,t) in (12) is then replaced with (27)



while adding (23)–(26) as constraints.

f̃
(k)
i,j

(
v

(k)
i,j,t

)
=



m
(k),1
i,j

(
v

(k)
i,j,t − L

(k),0
i,j

)
+ C

(k)
i,j

, if v(k)
i,j,t ∈

[
L

(k),0
i,j , L

(k),1
i,j

]
...

m
(k),n

(k)
i,j

i,j

(
v

(k)
i,j,t − L

(k),n
(k)
i,j −1

i,j

)
+ f̃

(k)
i,j

(
L

(k),n
(k)
i,j −1

i,j

)
, if v(k)

i,j,t ∈
(
L

(k),n
(k)
i,j −1

i,j , L
(k),n

(k)
i,j

i,j

]
(22)

v
(k)
i,j,t = L

(k),0
i,j +

n
(k)
i,j∑
l=1

δ
(k),l
i,j,t (23)

0 ≤ δ(k),l
i,j,t ≤ b

(k),l
i,j,t

(
L

(k),l
i,j − L

(k),l−1
i,j

)
(24)

δ
(k),l
i,j,t ≥ b

(k),l+1
i,j,t

(
L

(k),l
i,j − L

(k),l−1
i,j

)
(25)

b
(k),l
i,j,t ≥ b

(k),l+1
i,j,t (26)

3∑
k=1

U
(k)
i,j

n
(k)
i,j∑
l=1

m
(k),l
i,j δ

(k),l
i,j,t + C

(k)
i,j

 (27)

Finally, our formulation is summed up in terms of its
parameters and variables in Table I.

IV. EVALUATION

We evaluate the effectiveness and the scalability of our
MILP formulation in a realistic ultra-dense network where
many robots and services are deployed in an indoor environ-
ment (i.e., an industrial scenario). For clarity of illustration
and without loss of generality, we use different edge networks,
different MILP solving stategies, and different MILP param-
eters, while considering that in an individual scenario the
agents and the cells have the same types, the cells are statically
interconnected by the same type of links, the MEC servers are
of the same type with the same software stack, every server
and every link have the same capacities, respectively, every
VM migration has the same cost, and every VM has the same
bounds on the computation and communication bandwidth and
latency and the same quality function. And, in all scenarios we
assume that every end-to-end communication latency depends
on two factors: 1) the intra-cell latency along the wireless
link used by an agent to connect to the network, which for
simplicity is assumed to be the same for every agent in every
cell at any time, and 2) the inter-cell latency along the links
used to connect a pair of cells, which for simplicity is assumed
to be the same for every cell pair at any time.

Specifically, Section IV-A uses the small edge network
shown in Figure 1(a) with a mesh topology, while Section IV-B
and IV-C use the large edge network shown in Figure 1(b)
with both star and mesh topologies. Furthermore, taking
Figure 1(b) as an N -by-N grid of cells roamed by 4N agents,
Section IV-C also has further scenarios to evaluate larger
values of N . While the scenarios evaluated in Section IV-A

TABLE I
THE MILP PARAMETERS AND DECISION VARIABLES.

Parameters
A, M, G The sets of agents Ai, VMs Mi,j , and cells Cc.
Rcs,ce,t A bidirectional route Ccs↔Cce (i.e., Rcs,ce,t = Rce,cs,t).
Λcs,ce,t Rcs,ce,t end-to-end latency (Λcs,ce,t = Λce,cs,t ∈ R≥0).
Φc, Ψc Cc computation & communication capacities in R≥0.
Ei,j Mi,j migration cost in R≥0.
M The cap in N+ on concurrent migration count at any t.

αmin
i,j , αmax

i,j Mi,j computation bandwidth lower & upper bounds in R≥0.
βmin
i,j , βmax

i,j Mi,j communication bandwidth lower &upper bounds inR≥0.
λmax
i,j The upper bound on Mi,j↔Ai end-to-end latency in R≥0.
ρi,c,t One (zero) if Ai is (not) in Cc at time t.

With l ∈ N+ and f̃ (1)i,j , f̃ (2)i,j , and f̃ (3)i,j being defined in (22) as the piece-
wise linear functions that approximate the contributions of αi,j,t, βi,j,t, and
λi,j,t, respectively, in the quality function Q+

i,j :

U
(1)
i,j f̃

(1)
i,j (αi,j,t) weight to approximate Q+

i,j(αi,j,t, βi,j,t, λi,j,t).

U
(2)
i,j f̃

(2)
i,j (βi,j,t) weight to approximate Q+

i,j(αi,j,t, βi,j,t, λi,j,t).

U
(3)
i,j f̃

(3)
i,j (λi,j,t) weight to approximate Q+

i,j(αi,j,t, βi,j,t, λi,j,t).

C
(1)
i,j f̃

(1)
i,j (αi,j,t) offset to approximate Q+

i,j(αi,j,t, βi,j,t, λi,j,t).

C
(2)
i,j f̃

(2)
i,j (βi,j,t) offset to approximate Q+

i,j(αi,j,t, βi,j,t, λi,j,t).

C
(3)
i,j f̃

(3)
i,j (λi,j,t) offset to approximate Q+

i,j(αi,j,t, βi,j,t, λi,j,t).

L
(1),0
i,j ,L(1),l

i,j The piece-wise interval endpoints of f̃ (1)i,j .

L
(2),0
i,j ,L(2),l

i,j The piece-wise interval endpoints of f̃ (2)i,j .

L
(3),0
i,j ,L(3),l

i,j The piece-wise interval endpoints of f̃ (3)i,j .

m
(1),l
i,j The piece-wise gradient of f̃ (1)i,j in

(
L
(1),l−1
i,j , L

(1),l
i,j

]
.

m
(2),l
i,j The piece-wise gradient of f̃ (2)i,j in

(
L
(2),l−1
i,j , L

(2),l
i,j

]
.

m
(3),l
i,j The piece-wise gradient of f̃ (3)i,j in

(
L
(3),l−1
i,j , L

(3),l
i,j

]
.

Variables
µi,j,c,t One (zero) if Mi,j is (not) in Cc at time t.
αi,j,t Mi,j computation bandwidth at time t.
βi,j,t Mi,j communication bandwidth at time t.

are solved with a time limit of 1 hour, the scenarios evaluated
in Section IV-B and IV-C are solved until their MILP solutions
are within 10% of the optimum. And, while different scenarios
use different sets of MILP parameters, the different sets are
derived from the following common assumptions.

Every scenario assumes a certain network shown in Figure 1
to derive their respective G. As shown in Figure 1, each row/
column has two agents that start at the opposite ends facing
each other to move forward at the same speed to the opposite
edges only to restart by turning around, and due to having
the same speed, every agent enters the next cell at the next
time point. These assumptions are used by every scenario to
obtain their respective A and ρi,c,t. To obtain their respective
Rcs,ce,t, every scenario assumes that in the star topology, all
cells are connected to one aggregation point so that every
end-to-end latency assumes one of two distinct values, while
in the mesh topology, every cell pair is connected in the



C1

C2

C3

C4

C5

C6

C7

C8

(a) (b)

Fig. 1. Two different networks (a) and (b) are used in different subsections:
(a) the 8-by-1 mesh network used in the scenarios evaluated in Section IV-A,
showing the 2 agents as black circles, their initial headings at time t0 with
arrows, and their trajectories over the next 14 time points with dashed U-
arrows, and (b) the 10-by-10 network used in the scenarios evaluated in
Section IV-B and IV-C with both the star and mesh topologies, showing the
40 agents, their initial headings at time t0, and the trajectories of, for clarity,
only 4 agents over the next 14 time points.

Manhattan scheme3 so that every end-to-end latency increases
proportionally to the number of cells on the route. Addition-
ally, every scenario assumes that in the edge network every
communication bandwidth Ψc is at 1 Gbps (gigabits/s) and the
intra-cell latency is at 2 ms while the latency along each inter-
cell link is at 3 ms so that Λcs,ce,t = 2 + 3(|Rcs,ce,t| − 1)
(e.g., every end-to-end latency in the star topology is 2 if not
5 ms). Every scenario then assumes that no limit exists on the
number of concurrent migrations, and hence, they derive their
respective M to be |M| (limiting M to different percentages
of |M| is planned in our future work).

Finally, CPLEX CC8ATML 20.1.0 for GNU/Linux (ibm.
com/analytics/cplex-optimizer) is used as the MILP solver on
Ubuntu 16.04.7 on a Lenovo E40-80 laptop with 16 GiB RAM,
no swap, and a 4-core Intel Core i3-5010U (2×64-bit 2.1-
GHz cores, 2 threads/core). As its development environment
(oplide) uses extra time and memory, the solver is run
directly as cplex -c "read i.lp" "$prm" mipopt
"write o.sol". As cplex accepts a problem in the LP
format, we first translate literally the formulation in Section III
into a GMPL model4 accepted by another MILP solver, GLPK
(gnu.org/software/glpk). Then, for every scenario written in
GMPL, we run GLPK as glpsol --check --wlp i.lp
-m model.glp -d data.glp to translate the GMPL model
(model.glp) and the scenario (data.glp) into an LP-
format file (i.lp) without solving the MILP (--check).

3If C(x,y) is Cc at (x, y)∈
(
N+
)2, R(x1,y1),(x2,y2),t =

{
C(x,y1) ∈G

∣∣
min{x1, x2}≤x≤max{x1, x2}

}
∪
{
C(x2,y)∈G

∣∣y1≤y≤y2} for y1 ≤ y2.
4We make the model available at archive.org/details/model-202108.
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Fig. 2. The effectiveness of different quality functions as evaluated in
Section IV-A on the network shown in Figure 1(a).

A. System Behavior in the Time Domain

Our formulation effectiveness is first shown by the effect of
distinct quality functions on the small mesh network shown
in Figure 1(a). The network is small to make the resulting
plots easy to analyze. Furthermore, the mesh topology is used
instead of the star topology because the mesh topology is more
complex than the star topology in the way that the link of a
cell may have to bear the traffic between a pair of other cells.
This complexity then makes it easier to analyze the effect of
quality functions that maximize the available link bandwidth.

The effect of distinct quality functions is shown using
scenarios that make the solver favor some decision vari-
ables only by the quality functions. The quality functions
obtained by distinct weights

(
U

(1)
i,j, U

(2)
i,j, U

(3)
i,j

)
are used with

the same 8 cells, 15 time points, 2 agents, 3 VMs/agent,
Φc = 100 GIPS (gigainstructions/s), αmin

i,j = 15 GIPS (any
MEC server can host all VMs), αmax

i,j = 90 GIPS, βmin
i,j =

150 Mbps (any link can route all communication channels),
βmin
i,j = 900 Mbps, λmax

i,j = 23 ms (migration is optional),

C
(1)
i,j = C

(2)
i,j = 0, C(3)

i,j = 1,
(
L

(1),0
i,j , L

(1),1
i,j

)
=
(
αmin
i,j , α

max
i,j

)
,



(
L

(2),0
i,j , L

(2),1
i,j

)
=
(
βmin
i,j , β

max
i,j

)
,
(
L

(3),0
i,j , L

(3),1
i,j

)
=
(
2, λmax

i,j

)
,

m
(1),1
i,j = 1

αmax
i,j −αmin

i,j
, m(2),1

i,j = 1
βmax
i,j −βmin

i,j
, m(3),1

i,j = −1
λmax
i,j −2 ,

and Ei,j = 80% maxαi,j,t,βi,j,t,λi,j,t
Q+
i,j(αi,j,t, βi,j,t, λi,j,t).

The scenarios are solved in an hour by setting prm="set
timelimit 3600".

Figure 2 shows the effect of distinct quality functions on
the positions of the VMs over time on the left part, on the

MEC server average processing load
1

c =

∑
Mi,j∈M,t∈H φi,j,c,t

|M|+|H|

on the middle part with the mean µ1 =
∑

Cc∈G load
1
c

|G| shown at
the top of each plot, on the mesh-network link average traffic

load
2

c =

∑
Mi,j∈M,t∈H ψi,j,c,t

|M|+|H| on the right part with the mean

µ2 =
∑

Cc∈G load
2
c

|G| shown at the top of each plot, and on the

average bandwidth of computation
∑

Mi,j∈M,t∈H αi,j,t

|M|+|H| and com-

munication
∑

Mi,j∈M,t∈H βi,j,t

|M|+|H| and latency
∑

Mi,j∈M,t∈H λi,j,t

|M|+|H| in
the table at every row heading, which shows the distinct
weights. The weight of 10 used in a row makes the solver
favor αi,j,t/βi,j,t/λi,j,t if U (1)

i,j /U (2)
i,j /U (3)

i,j is 10. As placing
VMs in the MEC server in the cell where their agent is
results in the lowest latency and traffic born by intermediary
links at the cost of higher migration frequency and lower
computation bandwidth as VMs have to follow their agents and
some servers have to host multiple VMs, Figure 2 shows that
our formulation is effective at implementing distinct quality
functions, e.g., migration frequency is highest for U (3)

i,j = 10

to minimize λi,j,t but lowest for U (1)
i,j =10 as αi,j,t is highest

when each server hosts just one VM.

B. System Key Performance Indicators (KPIs)

Our formulation effectiveness is then shown on the VM
migration frequency, outage count, and average computation
bandwidth and latency (system KPIs) for different VM mi-
gration costs Ei,j and MEC server computation capacities Φc
by scenarios that use the network shown in Figure 1(b) with
star/mesh topology and the same 100 cells, 19 time points, 40
agents, 3 VMs/agent, and the same QoS bounds and quality
functions based on [35]–[38]: (αmin

i,j , α
max
i,j ) = (11, 13) GIPS,

(βmin
i,j , β

max
i,j )=(9, 11) Mbps, λmax
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=
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=
(
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, m(3),2

i,j =
−1

λmax
i,j −5 . Each scenario is solved to get a solution that is within

10% of the optimum by prm="set mip tolerances
mipgap 0.1". To highlight our formulation effectiveness,
we use baseline scenarios that always migrate the VMs to the
MEC server in the cell where their agent is with the same
(αmin
i,j , α

max
i,j )=(0, 11) GIPS and (βmin

i,j , β
max
i,j )=(0, 9) Mbps so

that their solutions give every VM the lowest latency but the
highest migration frequency and possibly some outage times,
each occurring at time t and at cell Cc if αi,j,t < 11 GIPS for
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Fig. 3. The effectiveness of our MILP formulation as evaluated in Sec-
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Fig. 4. The scalability of our MILP formulation as evaluated in Section IV-C
on the network shown in Figure 1(b).

the least possible number of VMs on the server in Cc when
|{Mi,j ∈M |µi,j,c,t = 1}| × 11 GIPS > Φc.

Figure 3 shows the system KPIs attainable by the optimal
solutions for the baseline scenarios and by the ≥90%-optimal
solutions for the other scenarios. Every ≥90%-optimal so-
lution has no service outage by (4), (5), and (11) and sets
βi,j,t= 11 Mbps as Ψc= 1Gbps> Φc

11 GIPS×11Mbps, while the
baseline solutions are plotted as one line in each KPI as they
are equal despite the various topologies and migration costs.
Figure 3 shows that our formulation is effective for the system
KPIs as every ≥90%-optimal solution migrates much less
often, especially in the star topology, has no outage, and gives
much higher computation bandwidth even when the server is
very constrained at 25 GIPS regardless of the topology, all
of these with latency that is very acceptable in the robotic
domain.

C. System Complexity

Our formulation scalability in handling complex systems is
shown in Figure 4 by the time taken to get the ≥90%-optimal
solutions plotted in Figure 3 and in Figure 5 by the time
taken to get the ≥90%-optimal solutions for the mesh-network
scenarios described in the previous section with Φc = 50 GIPS
and Ei,j = 80% maxαi,j,t, βi,j,t, λi,j,t Q+

i,j(αi,j,t, βi,j,t, λi,j,t)
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when the scenarios use different time horizon lengths |H|, grid
sizes N , which mean different counts of cells |G| and agents
|A|, and VMs/agent counts, which mean different |M|.

Figure 4 shows three important points about our formulation
scalability: 1) the mesh topology takes less time than the
star topology to solve, 2) the more constrained the MEC
server is, the (possibly exponentially) longer the solution is
obtained, and 3) compared to the previous point, migration
cost has no significant effect on the solution time. Furthermore,
Figure 5 shows two important points about our formulation
scalability: 1) the fiercer the MEC server is contested, the
(possibly exponentially) longer the solution is obtained (e.g.,
for 6 VMs/agent, the server-to-VM ratio is 100:240, but for
N = 26, the ratio is 676:312, and hence, the servers are
contested fiercer in the former than in the latter), and 2)
memory becomes the main limitation as the number of cells,
and hence the number of end-to-end routes, increases.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we have considered the problem of allocating
resources at the edge of a B5G network to real-time services
optimally by formulating an MILP whose decision variables
are the amount of computation and communication resources
and the MEC servers to execute the VMs providing the
services at each time point. Using state-of-the art optimization
tools allows us to treat problems of reasonable size in the
number of cells and agents when the agent trajectories are
known up-front and the optimization can be performed offline
before starting the system operations. When the size of the
problem grows or when the system is highly dynamic and
requires online optimization, heuristic approaches are needed
to produce high-quality sub-optimal solutions. This is one of
the most promising research areas that we reserve for our
future investigations, which include futuristic scenarios where

the base stations are mobile (e.g., aerial or terrestrial vehicles)
and need an optimal decision on their positions as well.
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Oliva, and B. Sonkoly, “Delay and reliability-constrained VNF place-
ment on mobile and volatile 5G infrastructure,” arXiv:2007.11870, 2020.

[31] M. Afrin, J. Jin, A. Rahman, Y.-C. Tian, and A. Kulkarni, “Multi-
objective resource allocation for edge cloud based robotic workflow in
smart factory,” Future Gen. Computer Sys., vol. 97, pp. 119–130, 2019.

[32] R. Rajkumar, C. Lee, J. Lehoczky, and D. Siewiorek, “Practical solutions
for QoS-based resource allocation problems,” in Proceedings of the 19th
IEEE Real-Time Systems Symposium, 1998, pp. 296–306.

[33] S. P. Bradley, A. C. Hax, and T. L. Magnanti, Applied Mathematical
Programming. Addison-Wesley, 1977, ch. 9.

[34] J. P. Vielma, S. Ahmed, and G. Nemhauser, “Mixed-integer models
for nonseparable piecewise-linear optimization: Unifying framework and
extensions,” Operations Research, vol. 58, no. 2, pp. 303–315, 2010.

[35] G. Brown et al., “Ultra-reliable low-latency 5G for industrial automa-
tion,” Technol. Rep. Qualcomm, vol. 2, p. 52065394, 2018.

[36] “Fujitsu server: Fujitsu global,” https://www.fujitsu.com/global/products/
computing/servers/, May 2021, (Accessed on 05/26/2021).

[37] I. Parvez, A. Rahmati, I. Guvenc, A. I. Sarwat, and H. Dai, “A survey
on low latency towards 5G: RAN, core network and caching solutions,”
IEEE Comm. Surveys & Tutorials, vol. 20, no. 4, pp. 3098–3130, 2018.

[38] L. Liu and Q. Fan, “Resource allocation optimization based on mixed
integer linear programming in the multi-cloudlet environment,” IEEE
Access, vol. 6, pp. 24 533–24 542, 2018.


