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Summary

Container networking is emerging as a game-changer paradigm for the deployment
of virtualized service infrastructures in a faster and reliable way. Nevertheless, Small
and Medium Enterprises are still skeptical to revise their business in this direction
because of the absence of deep studies showing its effectiveness in real deployments
leveraging local computing environments. To bridge this gap, this paper presents a
quantitative cross-comparison of cutting-edge technologies for container networking
(includingDocker as a container engine, Docker Swarm andKubernetes as orchestra-
tors, bare-metal and OpenStack cloud as deployment platform), properly integrated
to realize a virtualized service infrastructure within a commercial workstation. Ini-
tial experimental tests are conducted to identify the most suitable combination of
technologies for high-load environments, where many clients contact the virtualized
service infrastructure to download files of large size. Obtained results demonstrate
that the combination of Docker and Kubernetes generally ensures better performance
on the bare-metal deployment platform, thus emerging as mature and effective solu-
tions to be used by Small and Medium Enterprises. Finally, the behavior of the
identified virtualized service infrastructure is also evaluated in a smart farm use case,
where containers are in charge of processing images provided by mobile drones for
monitoring purposes. Also, in this case, the conducted study highlights the promis-
ing capability offered by container networking in real deployments, exploiting local
computing environments.
KEYWORDS:
Container Networking, Virtualized Service Infrastructures, Local Computing Environment, Experimental
Analysis.

1 INTRODUCTION

As well known, virtualization gives the opportunity to optimize the usage of hardware resources and to conceive advanced and
isolated services through a common (frequently distributed) platform1,2. Since decades, virtualization was achieved by using
Virtual Machines, that are emulator of computers having their own kernels, managed by a hypervisor system3,4. More recently,
instead, a novel virtualization technology, namely container, is gaining momentum. Different from Virtual Machines, containers
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act as high-level applications running on top of the sameOperating System5− 7, thus offering quick startup time, rapid application
loading, less memory space requirement, a swift recovery from failure, and portability (e.g., build once and run anywhere).
Furthermore, thanks to the container networking paradigm, containers can interact with each other, while paving the road to a
new way to conceive applications with less cost and reduced time-to-market and revising the industry business8− 10.
At the time of this writing, TechGiants (like VMWare, Xen,Microsoft, Amazon, andGoogle) already offer subscription-based

solutions for deploying virtualized service infrastructures in the cloud11. On the other hand, Small and Medium Enterprises
(SMEs) would like to implement their own virtualized service infrastructures into local computing environments (apart the deep
control and personalization of implemented functionalities, it would erase heavy subscription fees related to the usage com-
mercial clouds)12,13. Theoretically, this is possible thanks to the presence of a number of open-source technologies enabling
container networking14− 41. Nevertheless, SMEs are still skeptical about the usage because of the following two main reasons.
First, the effective usage of container networking requires the selection and the joint integration of container engines (i.e, the
technology that effectively implements the container), orchestrator (i.e, the technology that is responsible for managing, schedul-
ing, and deploying individual containers for applications within the cluster, while offering load balancing and service discovery
functionalities), and many other supporting tools that make possible their implementation and usability in specific platforms.
Unfortunately, this task cannot be successfully and quickly achieved by SMEs with limited technical skills and revenue to spend
on research and development activities42. Second, the scientific literature either investigated the behavior and the performance
of containers against Virtual Machines or the technologies enabling container networking separately (for more details, see the
summary of the state of the art discussed in Section 2). Thus, there are no contributions that address a quantitative investigation
of the joint integration of containerization technologies in local computing environments, along with a clear description of the
pros and cons characterizing the popular solutions available today.
To bridge this gap, this paper presents an experimental cross-comparison of cutting-edge technologies for container network-

ing, properly integrated to realize a virtualized service infrastructure in local computing environments. Specifically, a centralized
orchestrator is configured to offer service discovery and load balancing functionalities (i.e., management of clients’ requests and
their distribution to available containers). At the same time, some containers are deployed to expose resources and advanced ser-
vices to remote clients. By considering the main outcomes of a qualitative analysis of containerization technologies presented
(by the same authors of this work) in43, the set of technologies investigated herein includes: (1) Docker as the container engine,
(2) Docker Swarm and Kubernetes as orchestrators with load balancing and service discovery capabilities, (3) bare-metal and
OpenStack cloud as deployment platforms and (4) Docker-compose, Docker-Machine, Kubeadm, and Flannel as supporting tools
for scheduling and deployment functionalities. Due to the possible combinations between the selected orchestrator technologies
(i.e., Docker Swarm and Kubernetes) and deployment platforms (i.e., bare-metal and OpenStack cloud), four different experi-
mental testbeds have been implemented within a commercial workstation having computing capabilities that are comparable to
those available in most of SMEs realities.
Initial experimental tests are conducted to identify the most suitable combination of technologies for high-load environ-

ments (i.e., when the whole system is in change of managing a high traffic load), where many clients contact the virtualized
service infrastructure to download files of large size. Clients’ requests are generated through the Poisson statistics from a lap-
top, connected to the aforementioned virtualized service infrastructures through a real-world network. Moreover, different Key
Performance Indicators (KPIs), that include CPU utilization, memory footprint, network load, connection delay, and request
completion time, are measured by assuming an average number of requests per unit of time equal to 5 and 10 requests/minute.
Obtained results demonstrate that the integration of Docker and Kubernetes on the bare-metal deployment platform provides
better performance in terms of percentage of CPU used by containers, distribution of the network load over the time and among
the deployed containers, connection delay, and request completion time, while registering a slight (but still acceptable) increment
of the memory footprint.
To provide further insight, the behavior of the more performant technologies is also evaluated in a more complex scenario of

a smart farm use case. Differently from the previous case, a variable number of drones flying in a smart farm is now emulated on
two laptops, connected to the virtualized service infrastructure by means of two different wireless access points. Drones gener-
ate livestock pictures with a Poisson statistic and deliver them to the virtualized service infrastructure. The service orchestrator
forwards these pictures to available containers, which will recognize the type and the number of animals within the pictures
through a machine learning-based image processing elaboration. The outcome of this processing is finally delivered to a remote
server for monitoring purposes. This new campaign of experimental tests remarks that the behavior of the virtualized service
infrastructure is not drastically influenced by the presence of mobile users: in any case, the service orchestrator is able to prop-
erly forward users’ requests to available containers, while guaranteeing a uniform balancing of computing tasks. The execution
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of heavy tasks inevitably brings to higher computing and memory requirements, while reducing the overall traffic load. Never-
theless, the tests fully confirm that the combination of Docker and Kubernetes on the bare-metal deployment platform represents
a suitable solution for effectively exploiting container networking capabilities in real deployments with local (hence limited)
computing capabilities.
The rest of the paper is organized as follows: Section 2 presents background on container networking and reviews the state

of the art. Section 3 deeply describes the technologies taken into the account in this study and illustrates the implemented
experimental testbeds. The quantitative cross-comparisons, between the identified technologies for container networking are
presented in Section 4. Finally, Section 5 concludes the work and draws future research activities.

2 BACKGROUND ON CONTAINER NETWORKING

Virtualization generally refers to the implementation of an additional layer above the host Operating System, aiming at provid-
ing a separate environment for running applications with virtually allocated resources14. In the past, a popular hypervisor-based
approach was adopted for virtualization, known as Virtual Machines. A Virtual Machine represents an emulated computer
within a virtualization environment, having its own guest Operating System and kernel, and works above the host Operating
System11. More recently, instead, containers emerged as a game-changer in the virtualization context. They can implement ser-
vices and networking functionalities at the application layer of a given Operating System. Since containers emotively share the
same Operating System, they generally ensure better usage of hardware resources through virtualization14. At the same time,
containers embrace their own binaries, libraries, and runtime component, provide portability and agility (i.e., once built, they
run anywhere), and introduce a new disruptive way to design and deploy future applications and services11. The comparison
between containers and Virtual Machines were investigated in many works, including4,6,11,15− 37 44− 50. The majority of these
studies compare CPU and memory usage, disk input/output, execution time, and network load of both virtualization technolo-
gies and clearly highlight that containers perform better or equal to Virtual Machines. According to the container networking
paradigm, containers can interact with each other, while offering the opportunity to deploy novel applications over distributed
and virtualized environments51. To reach this goal, however, it is necessary to integrate technologies implementing container
engine, orchestrator, load balancer, and service discovery tools within a specific deployment platform.
Regarding the deployment platform, two main solutions are adopted today: bare-metal and OpenStack cloud. Bare-metal

refers to the conventional physical system, where available hardware resources (e.g., compute, storage, and other resources)
are managed by the computer’s main Operating System. Here, all the resources are acquired by a single user52. During the
latest years, instead, OpenStack emerged as a leading open-source solution for the setup of both small and large scale cloud
operating environments7. It provides virtualized resources and workspace to multiple independent users44 49. Surely, containers
can be deployed within both bare-metal and OpenStack deployment platforms53− 56. However, the work discussed in38,39 remark
that containers deployed in OpenStack cloud load quicker as compared to bare-metal systems. However, there are no other
contributions that investigate the performance of containers deployed on bare-metal and OpenStack cloud in other directions.
In the container networking context, the deployment of scalable applications over multiple nodes is achieved through an

orchestrator. Specifically, the orchestrator automates and controls many tasks, such as provisioning and deployment of contain-
ers, redundancy, and availability of containers, scaling, and removing containers to spread application load evenly across host
infrastructure. The role of orchestrator is very important in large and dynamic environments. Surveys conducted on this topic
report that there is a need for research activities to evaluate the impact of technologies implementing orchestration functionalities
in the container networking context40,41.
The horizontal distribution of traffic across multiple containers in a cluster is carried out by a load balancer. This task is

necessary to prevent containers from getting overloaded and ensure service availability. At the time of this writing,4 is the only
contribution presenting some technological details related to the orchestrator used in their test. Also in this case, however, the
contribution does not discuss a comparison among different technologies offering the same functionalities.
A qualitative cross-comparison of emerging technologies for container networking (including container engines, orchestrators,

load balancers, and service discovery tools) have been performed by the same authors of this work in43. The results of the
comparison highlight that Docker is a powerful emerging container engine that works onmultiple platforms, and that Kubernetes
and Docker Swarm are the open-source orchestration technologies that come up with built-in scheduler, load balancer, and
service discovery functionalities.
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TABLE 1 Summary of the investigated state of the art.

Re
fer

enc
eP

ape
rs

Co
nta

ine
rre

sou
rce

uti
liz
ati
on

Co
mp

ari
son

wi
th

Vir
tua

lM
ach

ine

Ne
two

rk
per

for
ma

nce

Or
che

str
ati
on

Im
ple

me
nta

tio
ni

nt
he

Clo
ud

Im
ple

me
nta

tio
no

nb
are

-m
eta

l

loa
db

ala
nce

r

4 ✓

11 ✓ ✓ ✓

15 ✓ ✓ ✓

16,18,37 ✓ ✓ ✓

17,19,20,26,31− 35 ✓ ✓ ✓ ✓

21 ✓ ✓

22,36 ✓ ✓ ✓

23,24,57 ✓ ✓

27 ✓

28,58 ✓ ✓

29 ✓

30 ✓ ✓ ✓ ✓

38 ✓ ✓

39 ✓ ✓ ✓ ✓

40 ✓

41 ✓ ✓ ✓

59,60 ✓ ✓

61 ✓ ✓

62 ✓ ✓

63 ✓

This work ✓ ✓ ✓ ✓ ✓ ✓

Table 1 summarizes the topics covered by the current scientific literature, including the analysis of container resource utiliza-
tion, comparison with Virtual Machine, network performance, orchestration, implementation in the cloud and bare-metal, and
load balancer implementation. It emerges that at the time of this writing, to the best of the Author’s knowledge, there are no
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contributions that implement the integration of state of the art enabling technologies for container networking. For this reason,
there is a need for a quantitative cross-comparison of cutting-edge technologies for container engine, and orchestrators with load
balancing and service discovery features deployed on multiple deployment platforms.

3 INTEGRATION OF CUTTING-EDGE TECHNOLOGIES ENABLING THE CONTAINER
NETWORKING PARADIGM

This section presents a detailed description of the developed virtualized service infrastructure based on container network-
ing. Starting from the main outcomes of the qualitative cross comparison of container networking technologies presented in43,
Docker has been selected as the reference container engine, whereas Docker Swarm and Kubernetes are considered as possible
orchestrators offering load balancing and service discovery capabilities. Note that the integration of these technologies requires
the usage of additional supporting tools (i.e., Virtualbox, Docker-compose, Docker-Machine, Kubeadm, and Flannel), as dis-
cussed below. The whole virtualized service infrastructure, instead, has been realized through bare-metal and OpenStack cloud
deployment platforms.
Without loss of generality, the developed scenario embraces virtual machines. One of them hosts the orchestrator and a

container application. The rest of the virtual machines, instead, implements container applications only. The virtualized service
infrastructure is able to receive multiple requests issued through the HTTP protocol. In particular, the former request is handled
by the container placed within the virtual machine hosting the orchestrator. In case of multiple requests, instead, the orchestrator
activates the load balancing functionality to distribute them across the rest of the available containers.
Given the possible combinations of orchestrator technologies and deployment platforms, four different experimental testbeds

have been realized:
• Testbed 1: integration of Docker and Docker Swarm on bare-metal. In the bare-metal deployment platform, the

Docker-Machine supporting tool is used to deploy the whole virtualized service infrastructure. First of all, four virtual
machines are created through Virtualbox. According to the Docker Swarm technology, one of these virtual machines has
been configured as the Swarm Manager, which represents the orchestrator running service discovery and load balancing
functionalities. The setup of the Swarm Manager implies the creation of the Docker Bridge and the Docker API Proxy
System. The former provides a communication bus for interconnected containers. The latter defines a unified interface
between the real-world network and the virtualized service infrastructure. A join-token provided by the SwarmManager is
used by other virtual machines for establishing a connection with the Swarm Manager and the Docker API Proxy system.
After joining the Swarm Manager, the other three virtual machines are configured as slave nodes, namely Swarm Work-
ers. From this moment on, Swarm Manager and Swarm Workers can also interact with each other through the Docker
Bridge. At the same time, Swarm Manager and Swarm Workers can communicate with the external real-world network
through the Docker API Proxy System, as depicted in Figure 1.
On the Swarm Manager, a YAML file is used to describe the structure of the virtual environment to be deployed and
the services to be executed in each container. Then, the Docker-compose supporting tool is used to launch the container
application on each virtual machine.
Now, a client can issue its request, that will be delivered to the developed virtualized service infrastructure through the
real-world network. Figure 1 explains the resulting communication pattern. First, the client request is received by the
Swarm Manager via the Docker API Proxy System (step 1). Then, the Swarm Manager distributes the incoming requests
among available containers. The distribution follows a round-robin approach, starting from the container available within
the nodes hosting the Swarm Manager. The example reported in Figure 1 shows that the request is forwarded to the
container installed on the first Swarm Worker through the Docker bridge (step 2). Then, the Swarm Worker answers to
the given client by sending back the requested content through the Docker API Proxy System (step 3). Finally, the Swarm
Worker updates its status with the Orchestrator on the Docker Bridge (step 4).

• Testbed 2: integration of Docker and Kubernetes on bare-metal. This testbed still uses the bare-metal deployment
platform. The virtualized service infrastructure depicted in Figure 2 highlights the presence of four virtual machines
created through Virtualbox. Docker and Kubernetes packages are installed into each virtual machine.
The Kubernetes cluster embraces two kinds of nodes: Kube Master and Kube Worker. The former one is the orchestrator,
which implements service discovery and traffic load functionalities. The latter one, instead, refers to the generic node
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FIGURE 1 Testbed 1: integration of Docker and Docker Swarm on bare-metal.

controlled by the orchestrator and exposing a service or a resource. On the other side, the Flannel supporting tool is
properly configured to create an overlay network that interconnects the nodes belonging to the Kubernetes cluster. The
Kube Manager is declared and a Kube Proxy System is created, which manages the communication with the client. The
join-token returned by the Kube Manager is used by the other virtual machines for establishing a connection with the
orchestrator. From now onwards, the Kube Workers are connected with the Kube Master, Kube API Proxy System for
communication with the client, and the Flannel overlay network for exchanging internal information.
A YAML file is used to describe the structure of the virtual environment to be deployed and the services to be executed
in each container. Then, the deployment of containers is created and exposed in the cluster through Kubernetes.
Now, the virtualized service infrastructure is ready to handle the client requests. Figure 2 describes the resulting commu-
nication pattern: First, the client request is received by the Kube Master via the Kube API Proxy System (step 1). Then,
the Kube Master distributes the incoming requests among available containers. The distribution exploits the round-robin
approach, which starts by delivering the first client request to the container installed on the same machine of the Kube
Master. The example shown here demonstrates that the request is forwarded to the container deployed on the first Kube
Worker through the Flannel overlay network (step 2). Then, the Kube Worker answers to the given client by sending back
the requested content through the Docker API Proxy system (step 3) Finally, the Kube Worker exchange its state with the
Kube Master on the Flannel overlay network (step 4).

FIGURE 2 Testbed2: integration of Docker and Kubernetes on bare-metal.

• Testbed 3: integration of Docker and Docker Swarm on OpenStack cloud. This testbed is based on a different deploy-
ment platform, which is an OpenStack cloud. It firstly requires the configuration of key components of the OpenStack
cloud, that are: 1) Nova, the primary computing engine behind OpenStack), 2) Swift, a storage system for objects and files,
3) Cinder, a block storage component that allows access to specific locations on a disk drive, 4) Neutron, the entity provid-
ing the networking capability to the overall virtualized environment, 5) Keystone, the security manager, and 6) Glance, the
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component providing virtual machine images. Once installed on the physical machine, OpenStack cloud can be initially
managed through its graphical user interface or command-line instructions. Different from the bare-metal deployment
platform, OpenStack cloud does not require the Virtualbox tool. It is able to autonomously create virtual machines, which
are simply referred to as instances.
By default, OpenStack cloud creates a virtual network infrastructure made up of private and public networks. All the
instances are installed within the private network. They have their private IP addresses and can communicate with the
external real-word network through a virtual router running the Network Address Translation (NAT) protocol.
The integration of Docker and Docker Swarm into the private network of the OpenStack cloud is achieved by means of
the same approach already explained for the Testbed 1. One of the OpenStack cloud instances is designed as the Swarm
Manager. The setup of the Swarm Manager implies, as expected, the creation of both Docker Bridge and Docker API
Proxy System which handles the client communication. The join-token returned by Swarm Manager is used by other
virtual machines for establishing a connection with the Swarm Manager and the Docker API Proxy system. The other
three virtual machines are configured as slave nodes, namely Swarm Workers.
From this moment on, Swarm Manager and Swarm Workers can interact with each other through the Docker Bridge
and with the client through the Docker API Proxy System, within the private network created in the OpenStack cloud,
as depicted in Figure 3. The Docker-compose supporting tool has been used to launch a container application in each
virtual machine. Now, the client requests can access to the virtualized service infrastructure. The resulting communication
process has been presented in Figure 3. The Swarm Manager receives the client request via Docker API Proxy System
(step 1). Likewise, Testbed 1, the Swarm Manager distributes the incoming requests to the available containers according
to the round-robin technique. In this example, the request is forwarded to the container installed on the first SwarmWorker
through the Docker bridge (step 2). Then, the Swarm Worker answers to the given client by sending back the requested
content of the container through the Docker API Proxy System (step 3). Finally, the SwarmWorker updates its status with
the Swarm Manager through the Docker bridge (step 4).

FIGURE 3 Testbed 3: integration of Docker and Docker Swarm on OpenStack cloud.

• Testbed 4: integration of Docker and Kubernetes on OpenStack cloud. In this final deployment, the OpenStack cloud
is used to create the four instances within the private network. Then, Kube Manager and Kube Workers are configured as
already discussed for the Testbed 2.
Indeed, the Kube Manager is declared by means of the kubeadm tool. As mentioned before, a join-token be used by the
other virtual machines for establishing a connection with the orchestrator, within the private network of the OpenStack
cloud. Within the Kube Manager, a YAML file is used to describe the structure of the virtual environment to be deployed
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and the services to be executed in each container. The Flannel supporting tool is properly configured to create an overlay
network that interconnects the nodes belonging to the Kubernetes cluster. Also, in this case, a virtual router is implemented
with NAT rules that connect the virtualized service infrastructure with the real-world network.
Then, Kubernetes creates and exposes the deployment of the containers in the cluster. From this moment on, the Kube
Manager and Kube Workers are connected to the Kube API Proxy System for communication with the client and the
Flannel overlay network for exchanging information.
Now the client can make a request, that will be delivered to virtualized service infrastructure. As seen in Figure. 4, the
client’s request is handled in the same pattern by the Orchestrator as already discussed in Testbed 2.
Now, the client requests can access to the virtualized service infrastructure. The resulting communication process has been
presented in Figure 3. The Swarm Manager receives the client request via Docker API Proxy System (step 1). Likewise,
Testbed 1, the Swarm Manager distributes the incoming requests to the available containers based on the round-robin
technique. In this example, the request is forwarded to the container installed on the first Swarm Worker through the
Docker bridge (step 2). Then, the SwarmWorker answers to the given client by sending back the requested content of the
container through the Docker API Proxy System (step 3). Finally, the Swarm Worker updates its status with the Swarm
Manager through the Docker bridge (step 4).

FIGURE 4 Testbed 4: integration of Docker and Kubernetes on OpenStack cloud.

4 CROSS COMPARISON AND PERFORMANCE ASSESSMENT

This Section presents a cross-comparison and performance assessment of the reviewed and integrated cutting-edge technologies
enabling the container networking paradigm. Specifically, two campaigns of experimental tests are discussed below. First, the
behavior of four Testbeds described in Section 3 is investigated in a high-load environment, where many clients contact the
virtualized service infrastructure to download files of large size. This study is useful to identify the most suitable combination
of technologies ensuring better performance in computing environments typically available for Small and Medium Enterprises.
Second, the performance of the identified virtualized service infrastructure is also evaluated in a smart farm use case, where
containers are in charge of processing images provided by mobile drones for monitoring purposes. In this case, the analysis
would highlight the promising capabilities offered by container networking in real deployments, exploiting local computing
environments.
The computing architecture adopted in both tests is a commercial workstation with Intel® Xeon(R) E5-16200 CPU (made

up of 8 cores working at 3.60 GHz each), 16 GHz RAM, and Ubuntu 18.04.2 LTS Operating System. Of course, the proposed
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implementation can be safely and easily extended to develop more complex scenarios, by using machines with higher computing
capabilities.
Moreover, the conducted analysis considered two groups of KPIs, simply referred to as infrastructure KPIs and end-user KPIs.

Infrastructure KPIs are introduced for describing the behavior of integrated technologies within the virtualization platform. They
include:

• CPU utilization: it refers to the percentage of CPU utilized by the container. It has been monitored by running bash
scripts on each virtual machine for gathering data through the Docker Stats command, which returns a live data stream of
the containers.

• Memory footprint: it represents the amount of main memory consumed by the container, measured in MB. Similar to
the previous case, it was collected by executing bash scripts containing on each virtual machine using the same Docker
Stats command.

• Network load: it reports the average amount of data sent by the container in a unit of time. Indeed, it is expressed in terms
of Mbps. It was measured by running bash scripts inside the containers for monitoring data flow on the internal bridge of
the container, using the brctl command.

On the other hand, the end-users KPIs are defined to evaluate the quality of service experienced by the clients willing to retrieve
the video file exposed by the virtualized service infrastructure. They include:

• Connection delay: it is the amount of time required to establish the connection between the client and the virtualized
service infrastructure at the transport level. It was measured in minutes by running a bash script running at the client-side,
which exploits its TCP features.

• Request completion time: it refers to the amount of time required to download the whole video file. It was measured in
minutes by running a bash script running at the client-side.

4.1 Cross-comparison in a high-load environment
In order to compare the behavior of the four Testbeds described in Section 3 in a high-load environment (i.e., when the whole
system is in change of managing a high traffic load), the virtualized service infrastructure is configured to expose resources to
remote clients. In particular, to verify the right capability of the load balancing functionality to distribute incoming requests
among available containers, each container was configured to host the same data content, which represents a video file of 13
minutes (i.e., a trailer taken from YouTube), encoded at an average rate of 1.45 Mbps. A laptop, connected to the virtualized
service infrastructure through the real-world network, is used to emulate many remote clients willing to retrieve the aforemen-
tioned video content. In this regard, a Python script is used to generate client requests, and the communication between clients
and remote containers is established through the HTTP protocol. To test the impact of the traffic load on system performance,
requests are generated according to the Poisson statistics, where the average number of requests per minute, �, is set to 5 and
10. Finally, while each test lasts 20 minutes, the results are extracted from an intermediate observation interval of 15 minutes.

4.1.1 CPU utilization
Figures 5 and 6 show the CPU usage of different containers deployed within the four investigated testbeds when the average
number of client requests is set to 5 and 10 per minute, respectively. In all the cases, it emerges that the CPU usage registered
by the available containers is almost similar during the time. This demonstrates the ability of all the selected technologies, and
in particular of the load balancing functionalities implemented by the orchestrator, to offer a fair distribution of tasks within the
whole virtualized service infrastructure, independently from the traffic load.
However, to better investigate the different behavior of developed testbeds, the cumulative distribution function of the CPU

utilization values measured for all the containers belonging to a given testbed is reported in Figure 7. From the statistical
perspective, it emerges that the integration of the Kubernetes orchestrator within the bare-metal deployment platform registers
the lowest CPU utilization. On the contrary, the virtualized service infrastructure exploiting the Docker Swarm orchestrator
and using the OpenStack deployment platform achieves the worst performance. In the OpenStack cloud, several components
(previously mentioned in Testbed3) are involved in providing the virtual computing, storage, and networking resources to the
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FIGURE 5 CPU utilization measured when � = 5 requests/minutes.
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FIGURE 6 CPU utilization measured when � = 10 requests/minutes.
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FIGURE 7 Cumulative distribution function of CPU utilization measurements.

instances running into the considered deployment platform. This additional computational overhead justifies the higher CPU
usage registered by the testbed leveraging the OpenStack cloud deployment platform.

4.1.2 Memory footprint
Figures 8 and 9 show the amount of memory occupied by the different containers deployed within the four investigated testbeds
when the average number of client requests is set to 5 and 10 requests per minute, respectively. Apart from the different mem-
ory footprint experienced by each testbed, it is very important to highlight these two considerations. First, when the bare-metal
deployment platform is used, the virtual machine hosting orchestrator and container (that is the first one in the presented
implementations) experience a higher memory usage. Second, the memory footprint slightly grows during the first half of the
experiment, when the number of parallel requests is increasing. This behavior is more evident when the average number of
requests per minute is set to 10. Here, in fact, the increment of the traffic load brings to higher memory consumption.
The cumulative distribution functions of the memory footprint values measured for each testbed are depicted in Figure 10.

Results demonstrate that the lowest memory footprint is registered by the integration of Docker Swarm orchestrator into the
OpenStack deployment platform. On the contrary, the adoption of Kubernetes within the bare-metal deployment platform con-
sumes the highest amount of memory. These results reverse the considerations discussed for the CPU utilization: the testbed
registering the highest CPU utilization ensures the lowest memory footprint, whereas the testbed registering the lowest CPU
utilization achieves the highest memory footprint. Indeed, the containers deployed with Kubernetes on the bare-metal platform
perform their tasks by utilizing more memory and less CPU than the technologies available on other testbeds.

4.1.3 Network load
The average amount of traffic generated by each container in a unit of time, when the average number of client requests is set
to 5 and 10 requests per minute, is reported in Figures 11 and 12, respectively. In the case of � = 5 requests per minute, the
deployments with Docker Swarm produces consistently low throughput. On the contrary, the deployment of Kubernetes as the
orchestrator achieves high throughput, thus ensuring that the requests are generally completed in a lower amount of time.
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FIGURE 8 Memory footprint measured when � = 5 requests/minutes.
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FIGURE 9 Memory footprint measured when � = 10 requests/minutes.
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FIGURE 10 Cumulative distribution function of memory footprint measurements.

The cumulative distribution functions of network load measurements are reported in Figure 13. The results show that high
network throughput is achieved by the integration of Kubernetes on the bare-metal deployment platform. On the opposite side,
the deployment of Docker Swarm on the bare-metal platform produced lower throughput. This behavior is more clearer when
the average number of requests per minute is set to 10. As anticipated before, OpenStack builds on several components that
provide the virtualized network resources to the instances inside the OpenStack cloud. It can be the reason behind the average
network throughput in the case of deployments on OpenStack.

4.1.4 Connection delay and request completion time
To conclude the cross-comparison, the KPIs introduced to evaluate the impact of developed testbeds on the quality of experience
registered by remote clients are discussed below.
As the first set of results, Figures 14 and 15 show the connection delay measured when the average number of client requests

is set to 5 and 10 requests per minute, respectively. As expected, different requests experience different connection delays,
ranging from hundreds of milliseconds to a few seconds. Connection delays tend to increase with the traffic load, because of
the increment of both traffic and tasks the virtualized service infrastructure handles. However, what clearly emerges from the
reported curves is that the adoption of OpenStack as a deployment platform always provides higher connection delays. The
delayed responses from OpenStack cloud is mainly due to the presence of NAT, which introduces an additional communication
latency to the message exchange between clients and the virtualized service infrastructure.
More specifically, the integration of Docker Swarm within the OpenStack deployment platform registers higher connection

delays. Whereas, clients connected to a virtualized service infrastructure embracing the Kubernetes orchestrator and adopting
the bare-metal deployment platform generally registers lower connection delays.
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FIGURE 11 Network load measured when � = 5 requests/minutes.
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FIGURE 12 Network load measured when � = 10 requests/minutes.
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FIGURE 13 Cumulative distribution function of network load measurements.

0 5 10 15

Time [Min]

10
-2

10
0

10
1

R
es

p
o
n
se

 d
el

ay
 [

S
ec

] Testbed 1
Testbed 2
Testbed 3
Testbed 4

(a) Measured values during the time

10
-3

10
-2

10
-1

10
0

10
1

Response delay [Sec]

0

0.2

0.4

0.6

0.8

1

C
D

F

Testbed 1

Testbed 2

Testbed 3

Testbed 4

(b) Cumulative distribution function

FIGURE 14 Connection delays measured when � = 5 requests/minutes.
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FIGURE 15 Connection delays measured when � = 10 requests/minutes.

The request completion time measured when the average number of client requests is set to 5 and 10 requests per minute are
reported in Figures 16 and 17, respectively. In line with previous results, the request completion time tends to increase in the first
half of the experimental tests, because of the increment of the number of concurrent requests. The higher the number of active
requests, in fact, the higher the number of tasks executed by the components belonging to the virtualized service infrastructure.
That, in turn, provokes the introduction of additional latencies. Here, the impact of the traffic load is tremendous: on the average,
the request completion time registers an increment of about 10 minutes. In any case, however, the results demonstrate that
the deployment with Kubernetes and bare-metal achieves better results. On the contrary, Docker Swarm within the OpenStack
deployment platform registers the worst behavior.
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FIGURE 16 Request completion time measured when � = 5 requests/minutes.
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FIGURE 17 Request completion time measured when � = 10 requests/minutes.
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4.1.5 Final considerations emerging from the analysis of the high-load environment
The results obtained from the first campaign of experimental tests firstly demonstrate that the integration of cutting-edge tech-
nologies for container networking is already feasible for hardware platformswhose computing capabilities aremuchmore limited
with respect to those available in the cloud. This would encourage SMEs to use these technologies in their business, services,
and applications.
At the same time, the integration of Docker engine and Kubernetes orchestrator within the bare-metal deployment platform

emerges as the most suitable solution because it ensures better performance in terms of CPU usage of containers, distribution
of the network load during the time and among the deployed containers, connection delays, and request completion time, while
registering a slight (but still acceptable) increment of the memory footprint. On the contrary, the integration of the Docker engine
and Docker Swarm orchestrator within the OpenStack deployment platform, instead, generally achieves lower performance
levels.
As a final consideration, it is important to note that computing tasks significantly influences the amount of energy consumed

by involved servers. In fact, the higher is the weight of computing tasks, the higher is the amount of consumed energy. Thus, the
evaluation of the CPU consumption gives an idea of the amount of energy consumed by containers integrated within the devel-
oped virtualized service infrastructure. In this sense, the conducted study demonstrates that all the reviewed service orchestrators
can uniformly distribute users’ requests among available containers, thus guaranteeing a very good balancing of the energy
consumption among the key component of the system involved in computing tasks.

4.2 Performance assessment in a smart farm scenario
The goal of this Section is to investigate the performance of the selected combination of technologies in amore complex scenario,
referring to a smart farm use case. The resulting architecture is depicted in Figure 18. It embraces many drones flying in a
smart farm, able to take pictures with their on-board camera and deliver them to the remote virtualized service infrastructure
for monitoring purposes. The drones are emulated through two laptops, connected to the virtualized service infrastructure by
means of two different wireless access points. Note that the number of drones emulated in each laptop changes over the time and
the reference scripts are properly configured to emulate the movement of drones among the two available network attachment
points. This way, the proposed campaign of experimental tests is also able to evaluate the ability of the whole system to properly
work also in the presence of mobile users. During the tests, each drone randomly selects a livestock image from a local storage
according to the Poisson statistic. Indeed, the number of messages delivered by each drone to the remote virtualized service
infrastructure in a unit of time, �, is set to � = 10 requests/minute and � = 20 requests/minute. The service orchestrator forwards
the received pictures to available containers, which implements an object recognition application developed by using python
and TensorFlow trained models. Here, the application identifies the type and the number of animals recognized in the image
and share these outcomes with another server for monitoring purposes.
In line with the previous campaign of experimental tests, also in this case, the study evaluates the impact that the execution of

heavy computing tasks, generated in different network load conditions, to the usage of computing, memory, and communication
capabilities of the virtualized service infrastructure. This time, however, tests last 45 minutes.

4.2.1 CPU utilization
Figure 19 shows the CPU usage registered by the four containers deployed in the considered virtualized service infrastructure.
Independently from the average number of requests generated by every single drone, it is possible to observe that the usage of
the CPU follows a bursty behavior: computing tasks are highly used just during the elaboration of pictures. Contrarily from the
previous campaign of tests, this time higher CPU usage is due to the complex image processing task performed by the containers.
In any case, however, results fully confirm the ability of the orchestrator to uniformly distribute incoming requests among avail-
able containers. As expected, the cumulative distribution functions reported in Figure 20 highlight that the higher the number
of requests generated by each drone in a unit of time, the higher is the registered CPU usage. But, in all the considered configu-
rations, containers never glut their computing resources. This important result demonstrates, once again, how the development
of a virtualized service infrastructure is feasible also in local computing environments.
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FIGURE 18 The virtualized service infrastructure evaluated in the smart farm use case.
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FIGURE 19 CPU usage measured during the emulation of the smart farm use case.
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FIGURE 20 Cumulative distribution function of CPU usage measured during the emulation of the smart farm use case.
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4.2.2 Memory Footprint
The image processing tasks implemented by containers require a higher amount of memory, as reported in Figure 21. The single
container occupies 1.75 GB just for storing the machine learning-based application for image processing. This is the reason,
during the tests, about 2 GB of RAM is consumed by each operating container. Also for the memory footprint, the whole system
ensures a good balancing among the four available containers. Moreover, since the machine learning-based application always
remains loaded on the RAM, the curves reported in Figure 21 do not present a bursty behavior. Figure 22 shows the cumulative
distribution function of the memory footprint measured during the emulation of the smart farm use case. Here, it is possible to
observe that the higher average number of requests per unit of time introduces a slight increment of the amount of consumed
memory. Containers, in fact, are involved in a higher number of tasks, thus requiring more memory.
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FIGURE 21 Memory footprint measured during the emulation of the smart farm use case.
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FIGURE 22 Cumulative distribution function of the memory footprint measured during the emulation of the smart farm use
case.

4.2.3 Network load
In the smart farm use case, the amount of data delivered by the network is just due to the transmission of pictures and provisioning
of the resulting process. For this reason, the traffic load reported in Figure 23 presents a bursty behavior and does not achieve very
high values. According to the cumulative distribution functions of the network load reported in Figure 24, it is possible to observe
that the higher the number of messages generated by the drones, the higher the measured amount of traffic managed within the
virtualized service infrastructure. From one hand, this result confirms what has already been presented before. From another
hand, it shows how the smart farm use case requires less communication capabilities with respect to the scenario investigated
in the initial campaign of experimental tests.
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FIGURE 23 Network load measured during the emulation of the smart farm use case.
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FIGURE 24 Cumulative distribution function of the network load measured during the emulation of the smart farm use case.

4.2.4 Connection delay and request completion time
To further investigate the performance of the investigated virtualized service infrastructure in the smart farm use case, the
connection delay experienced by all the drones during the service provisioning is reported in Figure 25. Once again, results
demonstrate that the virtualized service infrastructure promises a proactive response to clients. The cumulative distribution
function of the connection delays measured in different traffic load conditions is reported in Figure 26. As expected, when
the number of requests generated by drones increases, the average connection delay increases accordingly. But, in any case, it
remains below 0.1 s with a probability higher than 97%.
On the other hand, the request completion time, that in this campaign of experimental tests represents the amount of time

required to complete the complex image processing task, ranges from a few second to tens of seconds, depending on the amount
of task load addressed by the virtualized service infrastructure (see Figure 27). Inevitably, and in line with all the afore discussed
comments, the higher the task load, the higher the task completion time. The cumulative distribution functions reported in Figure
28, however, highlight that the identification of the type and the number of animals from the picture provided by flying drones
is less than 20 s with a very high probability, even in a very complex scenario. This supports a final consideration: the limited
computing resources adopted in the experimental tests are enough to implement complex services with acceptable levels of
quality of service.

4.2.5 Final considerations emerging from the analysis of the smart farm scenario
The results obtained from the second campaign of experimental tests can be finally used to formulated these additional com-
ments. First, the behavior of the virtualized service infrastructure is not drastically influenced by the users’ mobility: the service
orchestrator is able to properly forward the requests to the available containers, independently from the origin of the requests.
Based on the previous considerations, it is possible to confirm that the combination of Docker (i.e., the container engine) and
Kubernetes (i.e., the service orchestrator with load-balancing functionalities) ensures better performance on the bare-metal
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FIGURE 25 Connection delay measured during the emulation of the smart farm use case.
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FIGURE 26 Cumulative distribution function of the conneciton delay measured during the emulation of the smart farm use
case.
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FIGURE 27 Request completion time measured during the emulation of the smart farm use case.
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FIGURE 28 Cumulative distribution function of the request completion measured during the emulation of the smart farm use
case.
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deployment platform also in a more complex scenario with mobile users. Differently from the previous scenario, the smart farm
use case, characterized by the execution of heavy tasks, requires higher computing and memory capabilities, as well as less
communication bandwidth. Specifically, the higher CPU usage also translates into higher energy consumption (as already dis-
cussed in the previous section). But, despite what was explicitly declared from the performance assessment, the overall analysis
clearly demonstrates that deployed infrastructure represents a suitable solution for effectively exploiting container networking
capabilities in real deployments with local (i.e., limited) computing capabilities.
Of course, the study presented in this paper can be generalized for implementingmany other real-life scenarios, such as drones’

communication in a mission-critical scenario64, as well as for smart mobility applications in smart cities (i.e., where containers
can effectively perform on the server-side to ensure quick computations of data with high efficiency and very minimal delay)65.

5 CONCLUSION

This paper presented a quantitative cross-comparison of cutting-edge technologies for container networking, properly integrated
to realize a virtualized service infrastructure in local computing environments. In particular, the set of investigated technolo-
gies are Docker as container engine, Docker Swarm and Kubernetes as orchestrators with load balancing and service discovery
capabilities, bare-metal and OpenStack cloud as deployment platforms, and Docker-compose, Docker-Machine, Kubeadm, and
Flannel as supporting tools for scheduling and deployment functionalities. First, the behavior of the four developed testbeds has
been investigated through experimental tests in a high-load scenario, to evaluate the ability of the virtualized service infrastruc-
ture to provide answers to multiple requests received from the remote real-world network, as well as of reporting pros and cons
of the considered technologies.The conducted study revealed that the integration of Docker engine and Kubernetes orchestrator
within the bare-metal deployment platform ensures better performance. Then, the performance of the most suitable technolo-
gies was evaluated in a smart farm use case, integrating mobile drones and complex image processing tasks. The outcome of
the evaluation demonstrated that the behavior of the virtualized service infrastructure is not drastically influenced by the users’
mobility, the execution of heavy tasks generally requires higher computing and memory capabilities, while still guaranteeing
acceptable levels of quality of service in real deployments with local (i.e., limited) computing capabilities. Indeed, the results
of the cross comparison presented in this paper would facilitate the Small and Medium Enterprises in the selection of technolo-
gies for container networking and encourage their adoption for revising business, services, and applications. Future research
activities will significantly extend the proposed study by further investigating energy and security issues in more complex and
dynamic environments, also in the presence of heterogeneous and coexisting services.
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