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Abstract—In the upcoming Sixth-Generation (6G) of mobile
communication systems, space network entities will cooper-
ate with conventional terrestrial networks to provide three-
dimensional wireless connectivity around the World. By consider-
ing the resulting massive amount of data to be managed into non-
terrestrial segments, it will be necessary to dynamically configure
functionalities across space network entities. Preliminary contri-
butions in this context focus on quasi-static scenarios, while ig-
noring the challenging issues (i.e., intermittent visibility, dynamic
network configuration, and communication delays) introduced by
satellites’ movement and communication protocols enabling the
integration of terrestrial and non-terrestrial networks. To bridge
this gap, this work presents a network architecture with novel or-
chestration capabilities of services into non-terrestrial segments.
In the proposed approach, the interaction between terrestrial
and non-terrestrial entities and the cloud has been detailed
across service request, configuration, and provisioning phases.
Then, starting from a system model describing the network
configuration and the resulting deployment delays of services,
an optimization problem has been formulated to dynamically
allocate Virtual Network Functions (VNFs) among LEO Cube-
Sats over a looking-ahead horizon, based on service requests,
computational capabilities of the involved CubeSats, visibility
matrices, and expected deployment delay bounds. Finally, the
proposed optimization problem has been solved through three
heuristic strategies. Computer simulations have been carried
out to demonstrate the ability of the developed strategies to
achieve results close to the optimal solution and to ensure better
performance against a benchmark scheme.

Index Terms—6G, Non-Terrestrial Network, Virtual Network
Functions, Network Optimization.

I. INTRODUCTION

WHILE the Fifth-Generation (5G) of mobile communi-
cation systems are being deployed in many parts of

the World, recent research interests are moving towards the
Sixth-Generation (6G) of mobile networks [1]. At the time
of this writing, there already exists a common consensus
that 6G networks will target the very ambitious goal to
realize a Ubiquitous Intelligent Mobile Society, based on
scalable and effective fruition of connectivity and computing
services on demand, and wherever needed [2]. To this end,
Non-Terrestrial Network (NTN) entities will cooperate with
conventional terrestrial networks to provide three-dimensional
wireless connectivity, also covering deserts, forests, and oceans
[3], [4].
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The global coverage capabilities will enable a range of
innovative 6G-oriented use cases and the potential for cus-
tomized, on-demand services through the use of the spatial
segment [5]–[7]. However, the on-demand deployment of
customized services raises the need for the dynamic man-
agement of the NTN. Software-Defined Networking (SDN)
and Network Function Virtualization (NFV) principles can be
used to separate the data and control planes in NTNs and
configure their functionalities according to service requests [8].
Nevertheless, the network dynamism provoked by satellites’
movement invites considering the usage of effective orches-
tration frameworks willing to deploy specialized Virtualized
Network Functions (VNFs) across satellites, on demand [9],
[10]. Unfortunately, conventional strategies conceived for the
VNF deployment at the edge of terrestrial networks, like
[6]- [19], appear inadequate for this purpose, because of the
motion of satellites and the resulting intermittent visibility
they grant to the terminals on the Earth’s surface. Still, the
contributions explicitly focusing on NTNs, such as [20]–[37],
just concentrate on quasi-static scenarios, thus ignoring the
challenging issues (i.e., intermittent visibility and dynamic
network configuration) introduced by satellites’ movement and
communication protocols enabling the integration of terrestrial
space network elements.

Based on these premises, and starting from a very prelim-
inary study presented by the same authors of this paper in
a previous conference contribution [38], the work presented
herein intends to extend the current state of the art by success-
fully addressing the aforementioned open research challenges
and providing the following main scientific contributions:

1) Definition of a novel network architecture able to
collect service requests and related quality of service
constraints, implement a service orchestration function,
and effectively deploy the corresponding VNFs across
satellites over time. The resulting approach is general
and may support any kind of service. Specifically, a new
communication protocol has been conceived to enable
the interaction among terrestrial and space network en-
tities (distributed among User, Edge, and Cloud layers)
during three different operating phases, namely service
request, configuration, and provisioning;

2) Design of a system model able to catch the network
configuration (i.e., groups of terminals on the Earth’s
surface, satellites’ constellation, orbits and consecutive
visibility time windows, allocation of VNFs over time,
and so on) and quantify the deployment delay experi-
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enced by the end-users;
3) Formulation of an optimization problem willing to

dynamically allocate VNFs among satellites over a
looking-ahead time horizon, based on service requests,
computational capabilities of involved satellites, visibil-
ity matrices, and expected deployment delay bounds;

4) Development of three different strategies based on meta
heuristic approaches (i.e., Tabu Search (TS) [39], Sim-
ulated Annealing (SA) [40], and Genetic Local Search
(GLS) [41]), able to solve the aforementioned optimiza-
tion problem.

Computer simulations have been carried out to demonstrate
the effectiveness of the proposed approach, in terms of average
deployment delay, resource consumption, and processing time,
by varying parameter settings. The study demonstrates that
the three heuristic approaches can produce outcomes that are
similar to the optimal solution, as well as better performance
with respect to a benchmark technique, namely Greedy Al-
gorithm (GR) algorithm. Among the others, the SA-based
strategy emerges as the best solution that can guarantee better
performance in terms of service deployment delays, resource
consumption, and processing time.

The remainder of the paper is organized as follows. Re-
lated works are discussed in Section II. Section III presents
the proposed network and protocol architecture, the related
system model, and the formulated optimization problem. The
performance assessment is discussed in Section IV. Finally,
conclusions are drawn in Section V.

II. RELATED WORKS

The dynamic provisioning of VNFs at the edge of the
terrestrial networks has been widely investigated in the current
scientific literature. Most noteworthy contributions addressed
this topic by formulating optimization problems (quite of-
ten solved through heuristic techniques), willing to reduce
energy consumption [11], improve resource allocation [12],
or minimize the end-to-end delay [13]–[15]. Other works
focused attention on the real-time provisioning of services via
VNFs. In this context, the proposed approaches have been
conceived to lower the migration cost of the VNFs [16], [17],
maximize the security level of each VNF [18], reduce the
energy consumption [19], or minimize the end-to-end delay
[6].

The advent of 6G-oriented use cases brought a rapid in-
crement of research efforts focusing on NTN [7]. Recent
contributions also emphasize the use of computational re-
sources onboard satellites for task offloading and advanced
service provisioning to ground users [9]. However, the enticing
solutions designed for the terrestrial network appear inade-
quate for the NTN infrastructure due to the motion of the
satellite and the intermittent visibility offered by a satellite
constellation. In this context, the contributions discussed in
[20]–[23], [25], [26] addressed the task offloading theme
over the NTN segment, but without explicitly mentioning
the usage of VNFs. These solutions have been conceived
in order to improve the load balance in the network, by
separating services into different network slices [20], manage

the allocation of communication [21] or computational (i.e.,
processing and storage) [22] resources in order to maximize
the number of accomplished requests, as well as minimize the
end-to-end delay [23], [24]. Likewise, the strategy presented
in [25] aims to lower energy consumption by optimizing the
satellite resources according to the forecast number of ground
users to be served. Furthermore, the solution proposed in [26]
jointly minimizes the energy consumption and the end-to-end
delay by handling the offloading and the resource allocation
strategy with a game theory and Lagrange multiplier based
methods.

Other contributions, such as [27]–[32], [34]–[36] tackled
such an important research topic by leveraging the virtual-
ization and quick reconfiguration capabilities provided by the
NFV and SDN paradigms, respectively. Most contributions
in this context aim to maximize the number of the accom-
plished request in each time interval [27]–[33] by solving the
proposed optimization problem with meta-heuristic solutions.
Furthermore, other works minimize the bandwidth usage with
a greedy approach solution [34], minimize the end-to-end
delay [35]–[37], or increase the link reliability [42].

Without a doubt, the current state of the art, as summarized
in Table I, provides preliminary (but very valuable) approaches
to the task offloading problem in NTN. However, all of
the reviewed solutions present some shortcomings that must
be addressed in the ongoing research activities. To begin,
they usually develop a system model by assuming a quasi-
static scenario, willing to manage the task offloading process
within the single upcoming time slot. Differently, the mobility
of satellites belonging to a given constellation requires the
definition of more complex and sophisticated schemes support-
ing, for example, a looking-ahead optimization. Furthermore,
the communication protocol enabling the interaction and the
configuration into NTN segments is quite often neglected. On
the contrary, this work would extend the current state of the
art by offering concrete answers to these challenging research
issues.

III. THE PROPOSED APPROACH

This Section describes the proposed network architecture
and the related protocol interaction enabling the on-demand
provisioning of customized services into NTN segments. Then,
it presents a novel looking-ahead optimization problem, based
on an accurate system model describing the expected delays
for deploying services, according to the actual parameter
settings.

A. The reference network architecture

This work focuses on a NTN-based architecture in accor-
dance with the recommendations discussed beginning with
Release 17 [43] and progressing to the Beyond-5G and 6G
scenarios [44], in which satellites host specific VNFs capable
of processing the huge amount of data sent by heterogeneous
NTN terminals deployed on the Earth’s surface [45].

The resulting network architecture is composed of User,
Edge, and Cloud Layers, as depicted in Fig. 1.
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TABLE I
REVIEW OF RELATED WORKS.

References Satellite NTN End-to-end Real time Satellite visibility Looking Protocol Stack
Architecture Network Delay On-Demand VNF Constraints Ahead Design

Design Optimization Deployment for LEO constellation Optimization
[11] 3
[12] 3
[13] 3 3
[14] 3 3
[15] 3 3
[6] 3 3

[18] 3
[17] 3
[19] 3
[16] 3
[20] 3 3
[22] 3 3
[21] 3 3 3
[25] 3 3
[26] 3 3
[23] 3 3
[35] 3 3 3 3
[24] 3 3
[32] 3 3 3
[28] 3 3
[34] 3 3
[30] 3 3 3
[31] 3 3 3 3
[36] 3 3 3 3 3
[37] 3 3 3 3
[42] 3 3 3
[33] 3 3
[29] 3 3 3 3
[27] 3 3 3 3

This work 3 3 3 3 3 3 3

Fig. 1. The reference network architecture.

At the User Layer, NTN terminals sharing the same or-
ganization and geographic region and offering and/or offer-
ing the same service are grouped into the same cluster. In
each cluster, the service provider deploys and configures a
dedicated entity, namely master node, which is in charge of:
i) realizing the need for a given cluster of NTN terminals
to deliver data and use specific VNFs deployed onboard the
satellite, ii) announcing the service request to the remote
NFV Orchestrator hosted by the Cloud Layer, through space
network elements belonging to the Edge Layer, iii) learning
the outcome of the orchestration algorithm, and iv) announcing
within the cluster of NTN terminals the presence of a satellite
hosting a requested service. Without loss of generality, it is
possible to assume that the interaction among NTN terminals
and the master node is implemented through out-of-band
communication, enabled (for example) by LoRaWAN or WiFi

technologies.

The Edge Layer includes a constellation of Low Earth Orbit
(LEO) CubeSats, Geostationary Orbit (GEO) satellites, and
NTN gateways. Today, the constellation of LEO CubeSats
is considered as the widely used low-cost satellite platform
because of its low overall infrastructure deployment cost.
Therefore, it concretely offers a cost-effective deployment of
NTN segments, thus fostering connectivity also in remote
areas of the Earth [46]. In the proposed network architecture,
a LEO CubeSat represents the first contact point for the
master node of a cluster, issuing a service request. Such a
request must be delivered to the remote NFV Orchestrator
in the Cloud Layer. Nevertheless, the constant movement of
a LEO CubeSat makes intermittent the connection with the
NTN terminals on the ground. Specifically, they can establish
a connection with a given LEO CubeSat for a short period,
namely visibility window, as depicted in Fig. 2. Furthermore,
even the connection with the NTN gateways spread on the
Earth is intermittent [47]. Indeed, to overcome this issue, the
constellation of LEO CubeSats exploits inter-satellite links
with a group of GEO satellites, granting connectivity even with
the lack of a persistent feeder link with NTN gateways. As a
result, the multi-hop connectivity established at the Edge Layer
easily allows the LEO CubeSat to forward service requests to
the Cloud Layer. Additionally, once configured (i.e., through
the protocol architecture and optimization algorithm proposed
in this work), LEO CubeSat can establish a connection with
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Fig. 2. Intermittent connectivity between terminals on the Earth and the LEO
satellite constellation.

NTN terminals and provide them with the required services.
Finally, the Cloud Layer includes the NFV Orchestrator,

the VNF Manager, and the Virtualised Infrastructure Man-
ager (VIM). The NFV Orchestrator elaborates the VNFs
deployment instruction borne by the VNF Manager. The VIM
provides an interface through the SDN facilities that support
the implementation of the optimization outcome by exploiting
its comprehensive knowledge of the network topology. Thus,
the Cloud Layer exploits these entities for the implementation
of the optimization outcome by dynamically deploying VNFs
onboard the LEO CubeSats [48].

B. Protocol interaction

The protocol interaction between Terrestrial and non-
Terrestrial entities belonging to User, Edge, and Cloud Layers
is detailed in what follows across three consecutive phases,
namely service request, configuration, and service provisioning
(see Fig. 3).

Phase 1: Service Request. The master node realizes the
need of a given cluster of NTN terminals to deliver data and
use specific VNFs deployed onboard one of the available LEO
CubeSat. As a consequence, the master node announces the
service request to the first visible LEO CubeSat. Subsequently,
the NTN gateway receives the forwarded request through the
persistent feeder link ensured by the GEO satellite. Therefore,
the NFV Orchestrator gathers all the received requests by the
Edge Layer and collects them into a list of unaccomplished
tasks.

Phase 2: Configuration. The Cloud Layer knows the set of
unaccomplished tasks and their processing requirements, the
network topology, and the computational resources available
in LEO CubeSats. Based on these details, it implements an
optimal allocation of VNFs (as discussed below), over the con-
stellation of LEO CubeSats. Then, the NFV Orchestrator sends
the optimization outcome to the VNF Manager, aiming at
deploying the given VNFs in the constellation. Subsequently,
the Virtualised Infrastructure Manager receives the deployment
instruction forwarded by the VNF manager. Finally, the VNFs
are deployed in the constellation through the feeder link
ensured by the NTN gateways and the GEO satellites. The
master node is finally informed about the deployment of the
requested VNF onboard a specific LEO CubeSat.

Phase 3: Service Provisioning. At the beginning of the Ser-
vice Provisioning phase, the master node notifies the cluster of
NTN terminals about the presence of the given LEO CubeSat
configured to receive and process (via dedicated VNFs) their
data. As anticipated before, the communication between the
master node and NTN terminals can be enabled through out-
of-band communication, such as LoRaWAN or WiFi. Finally,

TABLE II
LIST OF MAIN SYMBOLS USED IN THIS PAPER.

Symbol Description
Ψ List of clusters, L = ‖Ψ‖
Σ List of LEO CubeSats, S = ‖Σ‖
Π List of available services
ψi Master node of the i-th cluster
σz z-th LEO CubeSat
πw w-th service
c(σz) Processing capability of the z-th LEO CubeSat
m(σz) Memory capability of the z-th LEO CubeSat
t(rk,f ) Time slot in which the request has been generated
ψi(rk,f ) Master node of the i-th cluster that generated the request
πw(rk,f ) Requested service
τ(rk,f ) Provisioning upper bound delay
ξ(rk,f ) Processing load associated with request
ζ(rk,f ) Memory load associated with the request
λi Number of requests generated in a day for the i-th cluster
V(k) LEO CubeSat visibility matrix for the k-th time slot
B(k) Services deployment matrix for the k-th time slot
R(k) Set of pending requests at the k-th time slot
Tp Time slot duration
T (k) Time horizon at the k-th time slot

the NTN terminals’ communication can be supported by the
requested services onboard that LEO CubeSat for the whole
visibility window. Obviously, the set of unaccomplished tasks
is updated by removing the services that are already deployed.

C. System model

Since the orbits of LEO CubeSats are independent of each
other, the proposed system model considers a group of LEO
CubeSats belonging to the same orbit of a constellation.
This choice does not limit the generality of the presented
methodology [47]. The main mathematical symbols used to
formulate the system model are reported in Table II.

Indeed, let Σ = {σ1, . . . , σS} be the set of evenly spaced
LEO CubeSats in the considered orbit and S = ‖Σ‖ be the
number of the LEO CubeSats in the considered orbit. Like-
wise, the processing and memory capabilities of the z-th LEO
CubeSat are expressed with c(σz) and m(σz), respectively.
Similarly, let Ψ = {ψ1, . . . , ψL} be the list of the master
nodes belonging to the clusters served by the LEO CubeSats
of the considered orbit, with L = ‖Ψ‖ denoting the number
of clusters. Finally, let Π = {π1, . . . , πW } be the list of the
different types of services provided by the Cloud Layer.

As well known, the amount of time required by a given LEO
CubeSat to complete a revolution around the Earth depends
on the height of its orbit. The motion of the LEO CubeSat, as
Newton’s form of Kepler’s third law, that is: To = 2π

√
R3

GMe
,

where To represents the revolution time of the LEO CubeSat,
R is the average radius of the orbit estimated as the distance
from the center of the Earth, G is the gravitational constant,
and Me is the mass of the Earth [49]. Accordingly, a given
same satellite can periodically communicate with a specific
cluster of NTN terminals every To. Anyway, since the LEO
CubeSats in the considered orbit are evenly spaced, the elapsed
time between two consecutive visibility windows is stated as:
Tp =

To

S = 2π
S

√
R3

G·Me
.
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Fig. 3. Interaction among network entities.

Based on these premises, the proposed system model as-
sumes to partition time into time slots, lasting Tp. Therefore,
the consecutive steps belonging to the procedure described in
Section III-A are implemented over consecutive time slots.
Specifically, requests are collected by the NFV Orchestrator
during the k-th time slot. Subsequently, the looking-ahead
optimization problem (formally described in Section III-D) is
solved within the (k + 1)-th time slot. Finally, according to
the solution of the optimization problem, the VNFs will be
deployed onboard satellites in the upcoming time slots, i.e.,
starting from the (k + 2)-th time slot and within a specified
deadline.

The list of pending requests at the k-th time slot is denoted
with R(k). Each request rk,f ∈ R(k), where Fk = ‖R(k)‖
and f = 1, . . . , Fk, (delivered to the NFV Orchestrator)
includes the following information:

• the master node belonging to the cluster that generated
the request, ψi(rk,f ),

• the requested services, πw(rk,f ),
• the time slot in which the request has been generated,
t(rk,f ),

• the upper bound delay for the provisioning of the re-
quested services, τ(rk,f ),

• the processing load associated with the request, ξ(rk,f ),
• the memory load associated with the request, ζ(rk,f ).

Without loss of generality, it is assumed that τ(rk,f ) is defined
as a multiple of the time slot, that is τ(rk,f ) = nTp.

As anticipated, a cluster can establish a communication with
only one LEO CubeSat during a time slot and only for a short
visibility window. Indeed, the proposed system model intro-
duces the V(k) matrix to represent the reciprocal visibility
between LEO CubeSats and clusters on the ground during the

k-th time slot. Therefore, vi,z(k) = 1, with vi,z(k) ∈ V(k), if
the z-th LEO CubeSat can communicate with the i-th cluster
in the k-th time slot. Otherwise, vi,z(k) = 0. The values of the
V(k) matrix depend on the deploying position of both clusters
and satellites in the network.

Furthermore, the services deployment matrix B(k) =(
bw,z(k)

)
∈ {0, 1}L×S×T (k) contains boolean flags denoting

if the z-th satellite hosts the w-th VNFs when bw,z(k) = 1,
with bw,z(k) ∈ B(k). Otherwise, bw,z(k) = 0. In this case,
it depends on the outcome of the optimization problem, as
defined in Section III-D.

D. Optimization problem

The goal of the optimization problem proposed in this
work is to dynamically deploy VNFs onboard satellites while
ensuring that:

• the deployment of the service must be performed within
a strict deadline,

• for all the LEO CubeSats, the sum of the processing and
memory requirements pertaining to the deployed VNFs,
is never greater than their capabilities,

• the sum of all the experienced service provisioning delays
is minimized.

As mentioned in Section II, prior works solely consider
a quasi-static scenario and neglect the movement of LEO
CubeSat throughout the optimization process. Differently, this
work formulates a novel optimization problem willing to dy-
namically deploy VNFs across LEO CubeSats, over a looking-
ahead horizon.

Given the list of pending requests, that is R(k), and the
set of the request’s upper bound delay, that is T (k) =
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{τ(rk,1), . . . , τ(rk,Fk
)}, the proposed looking-ahead optimiza-

tion algorithm considers an observation time interval T (k)
defined as:

T (k) = max T (k). (1)

According to the proposed system model, T (k) is a multiple
of the duration of a single time slot Tp. In the k-th time
slot, the partial service provisioning delay already accumulated
by a generic request rk,f can be defined as the elapsed
time between the generation and the current time slot, that
is k − t(rk,f ). Such a delay may increase, slot by slot, till
the actual VNFs provisioning onboard a given LEO CubeSat.
Indeed, given the service deployment matrix for all the time
slots available till the end of the observation time interval
T (k), the delay achieved by the service rk,f can be formally
defined as:

δ(k, rk,f ) =

T (k)∑
ν = 1

∑
σz∈Σ

(
bw,z(ν) [k + ν − t(rk,f )]

)
, (2)

while considering that
∑T (k)
ν = 1

∑
σz∈Σ bw,z(ν) ≥ 1, ∀rk,f ∈

R(k). Such an expression implicitly assumes that the request
will be accomplished at least by a single LEO CubeSat within
the time horizon T (k).

It is important to note that messages exchanged among the
involved entities experience communication delays. However,
these delays can be safely considered much lower than the du-
ration of the time slot (as discussed in detail in Section IV-D),
which is used as the minimum time interval of interest for the
conceived system model, the formulated optimization problem,
and the resulting service provisioning. As a consequence, by
assuming to observe the overall system on a time-slot basis,
the impact of both network architecture and interaction flow
is intrinsically taken into account.

The objective function to be minimized can be formally
defined as the sum of all the partial delays related to each
pending request, as reported in what follows:

U(k) =
∑

rk,f∈R(k)

δ(k, rk,f ) =

=
∑

rk,f∈R(k)

[
T (k)∑
ν = 1

∑
σz∈Σ

(
bw,z(ν) [k + ν − t(rk,f )]

)]
.

(3)
Indeed, the dynamic allocation of VNFs across CubeSats,

over a looking-ahead horizon, is formulated in this work
through an Integer Linear Programming (ILP) problem:

P1 : min
R Σ

∑
rk,f∈R(k)

[
T (k)∑
ν = 1

∑
σz∈Σ

(
bw,z(ν) [k + ν − t(rk,f )]

)]
s.t.

∑
rk,f∈R(k)

bw,z(ν) ξ(rk,f ) ≤ c(σz),∀σz, ν (4a)

∑
rk,f∈R(k)

bw,z(ν) ζ(rk,f ) ≤ m(σz),∀σz, ν (4b)

∑
σz∈Σ

τ(rk,f )∑
ν = t(rk,f )+2

bw,z(ν) vi,z(ν) = 1,∀rk,f (4c)

bw,z(ν) ≤ vi,z(ν),∀πw, σz, ν, (4d)

where (4a) specifies that the sum of the computing require-
ments of the VNFs deployed on a given LEO CubeSat cannot
exceed the CPU processing capabilities of the considered
satellite. Furthermore, (4b) states that the total amount of
memory used by the allocated VNFs on a given LEO CubeSat
in any time slot must not exceed its memory capability.
Moreover, (4c) ensures that a VNF requested by a pending
request is deployed, by the NFV Orchestrator, no later than its
deadline, beginning at least two time slots after the request is
generated (allowing for collection and optimization). Finally,
(4d) mandates the NFV Orchestrator to deploy the VNFs only
onboard specific LEO CubeSat capable of communicating with
the cluster within the deadline, specifically during its visibility
window.

IV. PERFORMANCE EVALUATION

This Section investigates the effectiveness of the proposed
methodology in different scenarios and through computer
simulations.

First of all, it is important to remark that the non-convex
optimization problem formulated in Section III-D is NP-hard.
Indeed, a brute force strategy can be hypothetically used
to test all the binary combinations of the 3D matrix (i.e.,
B(k) =

(
bw,z(k)

)
∈ {0, 1}L×S×T (k) ), every time slot and

for the overall observation time interval. Such an approach,
however, is feasible only for simple scenarios (e.g., with few
LEO CubeSats and few clusters on the ground). More in
general, instead, the optimal solution cannot be retrieved in
a polynomial time.

At the same time, conventional optimization frameworks
like Gurobi, CVXR, or Casadi cannot be used in this context
because they work with decision variables represented by 2D
matrices, whereas the proposed approach deals with decision
variables in the form of a 3D matrix.

To bridge this gap and solve the formulated optimization
problem three different heuristic strategies, inspired by well-
known meta-heuristic approaches (such as TS [39], SA [40],
and GLS [41]) have been properly developed and tested
through a custom Python tool. More details about the imple-
mented algorithms can be found in Appendix A.

The behavior of the developed strategies has been also
compared with respect to a benchmark scheme, namely GR
algorithm. Specifically, it deploys the required VNFs on the
first available LEO CubeSat with sufficient memory and pro-
cessing power without utilizing any optimization methods.

A. The considered use case

The 3GPP, starting from Rel-15 [50], began exploring the
potential of a new communication standard for NTNs, by
examining various deployment scenarios and challenges. At
the time of writing, Rel-17 [43], [51] is investigating key issues
related to business roles, service, and network management
when orchestrating services in the space segment [52]. The
ease of deploying LEO CubeSats satellite constellations is
driving the growth of tailored services for various compa-
nies [53], [54]. Indeed, since NTN segments are called to
securely manage an ever-growing amount of data, connections,
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Fig. 4. Deployment delay of security services.

and services, it is extremely important to envisage novel
methodologies for the dynamic and optimal deployment of
VNFs properly devoted to security functionalities (including
authentication, authorization, firewall, intrusion detection sys-
tems, intrusion prevention systems, and so on). Of course,
given the limited amount of resources on the LEO CubeSats,
these security services should only be activated as needed to
conserve onboard resources [55]. To this aim, security VNFs
are considered to demonstrate the effectiveness of the proposed
approach in a realistic use case. It’s worth noting that our
scenario does not restrict the use of the proposed approach in
other contexts.

B. Parameter setting

The study has been conducted by varying the number of
clusters deployed on the Earth’s surface, the number of LEO
CubeSats in the orbit, and the average number of services
issued in a day by each cluster.

The altitude of LEO CubeSats is set to 500 km. The
corresponding orbit period is equal to To = 5676s. Moreover,
the number of LEO CubeSats, that is S, in the orbit, is set to
3 and 5. Indeed, based on the number of satellites per orbit,
Tp is equal to:

Tp =

{
1892 s, if S = 3,

1135 s, if S = 5.
(5)

TABLE III
COMPUTATIONAL CAPABILITIES EXPOSED BY LEO CUBESATS FOR THE

CONSIDERED SERVICES [56].

Symbol Parameter Value
m(σz) Memory capability 64 GB
c(σz) CPU processing capability 128 Gigacycles/s
βc Maximum aggregated throughput 92 kbps

Considering the time slot duration, the impact of processing
and transmission time, in the order of milliseconds, can be
negligible.

It is assumed that each LEO CubeSat is equipped with a
PowerEdge R6515 with AMD EPYC 7702P, 2.00 GHz, 64
core, and 64 GB RAM [56], as indicated in Table III.

In the considered scenario, the clusters are uniformly dis-
tributed on the Earth’s surface covered by the considered orbit.
In particular, the number of clusters L varies between 100 and
200. Let λi be the average number of requests generated by
the i−th cluster in a day, set to 6 and 12 events per day.
Accordingly, the average number of requests received by the
Cloud Layer in a day is equal to λ = λiL. Data generated
by terminals belonging to each cluster can be processed by
means of services summarized in Table IV. The service is
chosen randomly for each request. The expected computational
capabilities of VNFs strictly depend on the amount of data
generated by each cluster. The proposed study considers a
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Fig. 5. Confidence interval for the deployment delay of security services.

TABLE IV
SECURITY SERVICES REQUIREMENTS FOR VNFS IMPLEMENTATION.

Provider Service ξc ζ(rf )
[cycles/bit] [GB]

Fortigate VM [57]
NGFW 9 4
IPSec VPN 14.5 2
Threat Prot. 11.3 4

Cisco ASAv [58] Stateful IDS 4.2 4
AES VPN 6.9 2

Juniper vSRX [59]
FW 2.3 2
IPS 2.4 2
APPMonitor 1.5 2

Others Snort IDS/IPS [60] 9.5 2
OpenVPN AES-NI [61] 31 4

worst-case scenario, in which each cluster exploits the overall
available satellite bandwidth during the related visibility time
to send data, denoted with βc bps. Therefore, given the
CPU cycles required to process one bit, that is ξc cycles/bit,
the overall processing requirement of a service is equal to
ξ(rf ) = ξc · βc cycles/s [6]. The conducted study assumes
that the radio access technology used in the link between LEO
CubeSat and clusters is the Narrow-Band IoT (NB-IoT). In this
case, βc = 92kbps [62].

C. KPIs

The evaluated Key Performance Indicators (KPIs) include:

• deployment delay of services: it represents the amount
of time (expressed as a multiple of the time slot) needed
to deploy a VNF requested by a group of NTN terminals
on a specific LEO CubeSat. In general, and according
to the design principles at the basis of the conceived
approach, it is expected the deployment delay ranges from
a minimum of two time slots (one slot is required to
deliver the request to the Cloud Layer during the Phase 1
and the other one is required to elaborate the deployment
instructions during the Phase 2) to the expected upper
bound delay,

• percentage of computational resources (including
RAM and CPU) consumed by LEO CubeSats for
hosting the deployed VNFs: it represents the amount
of RAM and the processing capabilities utilized onboard
each LEO CubeSat in relation to the total amount of
resources hosted in the space segment,

• average processing time of each heuristic algorithm
in solving the optimization problem: it represents the
amount of time (expressed in seconds) spent by the Cloud
Layer in evaluating the optimal deployment of VNFs
requested by the pending services.

Computer simulations consider an observation period of
60000s, embracing multiple visible time intervals. Moreover,
the analysis of deployment delay of requested services and
the percentage of computational resources consumed onboard
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Fig. 6. RAM utilization.

satellite has been organized into two parts. The former focuses
the attention on a specific simulation run (e.g., network realiza-
tion) and illustrates the considered KPI as a function of time.
The latter, instead, reports minimum, average, and maximum
values, as well as the 25th and 75th percentile of the measured
KPI, obtained by considering numerous realizations.

D. Deployment delay of security services

Fig. 4 shows the deployment delay of the deployed security
services, experienced for a single specific test. Moreover, re-
ported results have been obtained by averaging the deployment
delays experienced by each service request across moving
windows of 5 time slots each.

Looking at the behavior of the benchmark scheme, that
is the GR algorithm, it is possible to observe that it cannot
provide a feasible solution in several scenarios, including the
one with 3 LEO CubeSats, 100 clusters on the ground, and
an upper bound delay equal to τ(rk,f ) = 6 hours, as well as
the one with the same upper bound delay, 200 clusters on the
ground, and 5 LEO CubeSats. All these negative results are
achieved because the GR algorithm tends to overload LEO
CubeSats thus being not able to accept further requests.

On the contrary, the proposed approach always guarantees
feasible solutions, independently from the heuristic algorithm
adopted to find a solution for the formulated optimization
problem. More specifically, obtained results show that the
deployment delay increases with the number of clusters. In

fact, the more clusters interact with the NTN segment, the
higher the number of pending requests to be handled by the
NFV Orchestrator at each optimization round. In these condi-
tions, the NFV Orchestrator may encounter a lack of available
resources across the first visible LEO CubeSats. Therefore,
it is obliged to delay the deploy the VNFs by considering
other future time slots (according to the conceived looking-
ahead time horizon logic). Indeed, a longer deadline introduces
a higher extent of the solution space, bringing an increment
of deployment delays. Furthermore, regardless of the number
of LEO CubeSats in the orbit, the deployment delay remains
almost the same in the majority of the investigated scenarios.
It relies on the exploration strategy of the optimal solution in
the solution space for each heuristic approach.

To provide a further insight, additional tests have been
conducted to collect performance levels by considering mul-
tiple realizations. Indeed, Fig. 5 depicts minimum, average,
and maximum values of the experienced deployment delays,
together with both the 25th and 75th percentile. The analysis
of the GR algorithm has been omitted in this case because the
previous analysis already highlighted its inability to provide
feasible solutions in the most of investigated scenarios.

Regarding the proposed approach, instead, all the obtained
results confirm the analysis reported in Fig. 4. Moreover, it
also shows that the greatest deviation from the average value
(up to 30%) is registered in scenarios with 3 satellites and
when the SA method is used. Conversely, with 5 satellites,
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Fig. 7. Confidence interval for the RAM utilization.

the maximum deviation (up to 13%) is obtained with the TS
method. In any case, obtained results always demonstrate the
ability of the developed heuristic strategy to meet the expected
quality of service constraint in all the considered scenarios.

To conclude, it has emerged that TS outperforms the other
approaches in almost all scenarios with a low number of LEO
CubeSats (i.e., 3) in the orbit, by reducing up to 25% the
deployment delay of services. On the contrary, SA well suits
scenarios with a higher number of LEO CubeSats (i.e., 5), for
which it reduces up to 20% of the measured deployment delay.

E. Percentage of computational resources consumed by LEO
CubeSats

Fig. 6 shows the percentage of RAM consumed by the
deployed VNFs over time. Also in this case, reported curves
have been generated by considering a single specific test and
by averaging the measured KPI among all the satellites and
across moving windows of 5 time slots each. It is important
to remark that Fig. 6 depicts a specific realization that is a
time-varying process and jointly influenced by the random
number generator adopted by the simulation tool, the statistical
generation of service requests (see, for instance, the variable
λi of the i-th cluster), and the chosen optimization strategy.
Peaks in Fig. 6 are registered when the network is handling a
larger number of requests.

In line with the previous comments, the GR algorithm does
not present feasible solutions for all the investigated scenarios.

In those (few) configurations where it provides an effective
deployment of VNFs, the percentage of consumed RAM is
comparable with respect to results registered by the strategies
proposed in this paper.

As expected, the higher the number of served clusters,
the higher the resulting memory consumption onboard the
satellites. Furthermore, a wider deadline and higher number
of LEO CubeSats in the considered orbit causes a higher
extent of the set of feasible solutions to explore. As a result,
the memory resources are allocated less efficiently by each
heuristic algorithm. It is noteworthy to highlight that the SA-
based strategy registers better allocation of memory resources
in scenarios with a higher number of satellites.

On the other hand, Fig. 8 shows the percentage of the
CPU usage. Due to the low data rate of the considered radio
access technology (i.e., NB-IoT), the processing capability
never represents a blocking condition for the deployment of
the VNFs.

With reference to parallel tests, Fig. 7 and Fig. 9 depict
minimum, average, and maximum values, as well as the
25th and 75th percentile, of both RAM and CPU usage,
respectively. Here, Fig. 7 highlights that the SA-based strategy
exhibits the most significant deviations from the mean value,
both for the configurations involving 3 LEO CubeSats and 5
LEO CubeSats. Notably, within the multiple realizations, the
largest deviation recorded is up to 50% and 60% from the
mean value, respectively. Fig. 9, instead, illustrates that the
CPU usage remains consistently below 20%, with a negligible
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Fig. 8. CPU utilization.

deviation from the mean value. Note that, also in this case,
the analysis of the GR algorithm has been omitted because of
its inability to provide feasible solutions for all the considered
scenarios.

F. Processing time

The processing time emphasizes the computational burden
required by each heuristic algorithm to find a solution to the
optimization problem. It has been evaluated with a computer
Intel(R) Xeon(R) Bronze 3106 CPU with 16 cores at 1.70GHz
and 92 GB of RAM. In this case, the number of clusters
deployed on the ground is set to 100, 150, and 200. Results
are shown in Fig. 10.

The evaluation of the processing time for the GR algorithm
is negligible because it just defines the VNFs allocation
without implementing any time-consuming task.

Particularly important is the processing time for the pro-
posed approach. The developed heuristic strategies, in fact,
are called to provide an optimal and feasible solution within
a threshold represented by the time slot duration. Only in this
way, they will be able to trigger the deployment of VNFs
onboard LEO CubeSats in time.

From the analysis of Fig. 10, it is possible to observe that
only the TS-based strategy reaches a high value of processing
time, very close to the threshold (i.e., the time slot duration).
Indeed, it is the heaviest heuristic approach in terms of
processing load for each considered scenario as demonstrated

by the results. Nevertheless, by jointly taking into account all
the considered KPIs, since the SA-based strategy is able to find
an optimal solution in a lower time than other approaches,
it represents the best choice for both processing time and
deployment delay of services, by saving up 95% in processing
time than TS.

G. Comparison with the optimal solution

In conclusion, to further demonstrate the effectiveness of
the proposed approaches against the optimal solution, a com-
parison in smaller scenarios has been conducted. In detail, the
number of clusters on the ground L is set to 5, the upper
bound delay τ(rf ) is equal to 6 hours, λi is set to 1, and
the number of LEO CubeSat S ranges from 2 to 5. Fig. 11
depicts how these heuristic schemes are able to produce results
comparable to those expected by an optimal solution. Obtained
results allow to trust the effectiveness of the heuristic strategies
also in more complex scenarios.

V. CONCLUSION

This paper proposed a novel 6G-oriented architecture with
advanced orchestration capabilities of security services into the
Non-Terrestrial segment. Specifically, it provides these main
scientific contributions: i) a definition of network architecture
and protocol stack enabling the interaction among terrestrial
and space network entities, ii) a definition of a system model
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Fig. 9. Confidence interval for the CPU utilization.

describing the network configuration and the delays associated
with the deployment of specific security services, and iii)
formulation of optimization problem willing to dynamically
allocate security VNFs among satellites over a looking-ahead
horizon. Three alternative heuristic methods for the aforemen-
tioned optimization problem have been investigated through
computer simulation to assess the overall performance of the
proposed approach. Obtained results demonstrated the ability
of the conceived approach to deploying the requested services
within a strict deadline. Specifically, the SA-based solution
demonstrates to outperform the other approaches in terms of
service deployment delays, resource consumption, and pro-
cessing time. Future research activities will investigate more
complex scenarios envisaging a deep integration of terrestrial
and NTN, embracing other space network elements (such as
drones). Moreover, they will also evaluate the effectiveness of
the proposed solution through real experimental testbeds.

APPENDIX A
HEURISTIC IMPLEMENTATION DETAILS

The design and the implementation of the three heuristics
are based on the following common methods:
• As a first step, it is introduced a way to estimate the utility

function starting from a feasible solution, by exploiting
the 3D matrix as input.

• Then, it has been implemented a method that helps to
explore the neighbourhood of a given solution (i.e., swap

move) by applying a little variation from the initial one
and by checking its feasibility. For example, this is done
by assuming to deploy a given VNF on another LEO
CubeSat of the orbit, as well as by assuming to make
available that VNF in a different time slot. It is worth
noting that the parameters of each heuristic approach have
been determined experimentally throughout the simula-
tions to ensure the optimal performance for each method.

• The iteration ends upon reaching a specific criterion,
which varies depending on the algorithm, as detailed
below.

More specifically, the technique based on the TS meta-
heuristic approach starts with an initial random solution and
proceeds through a sequence of swap moves that lead to a
new solution inside the neighbourhood of the current one,
with the utility function assuming a value smaller than the
selected value. To avoid the trap of local minimum, TS permits
”worsening moves”. However, it is possible to risk sliding
back into the local minimum quickly after. To cope with this
issue, it is crucial to make the last moves in the search path
”forbidden”, so that the algorithm cannot retrace its steps and
fall back into the local minimum. Specifically, its stopping
condition is verified when the same solution (i.e., B(k)) is
elected as the best solution on two different iterations in a
row since exploring the same neighbourhood more than one
time is pointless.

The technique based on the SA meta-heuristic approach
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Fig. 10. Processing time.
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Fig. 11. Comparison with the optimal solution with L = 5 and
τ(rf ) = 6 hours.

begins with the generation of a random solution. After that,
a new feasible one is generated by performing a swap move
starting from the original. If the new solution’s utility function
is less than the initial one, it is accepted as the new solution.
Otherwise, it can still be accepted with a decreasing likelihood
as the search duration increases. If this probability is dropped
too fast, the algorithm faces the risk of being stuck in a local
minimum. On the other side, increasing the chance of adopting
worsening solutions too slowly, lengthens the total search time.
Specifically, to reach the equilibrium state in a sufficient time,
the likelihood is imposed by the Metropolis Criterion, which

is equal to min{1, e−(
U2−U1

T )}, where U1 and U2 express
the value of the utility function of starting solution of the
iteration and the newly generated one, respectively. T is the
decreasing factor that drives the final equilibrium state. Finally,
the maximum number of iterations is equal to 10000.

Furthermore, the technique based on the GLS meta-heuristic
approach represents a search algorithm that generates solutions
to problems by using strategies inspired by natural genetic
populations. The basic idea is to create a population composed
of random feasible solutions to a given problem. In particular,
each element in the population can be utilized to generate
new members of the population through crossover or mutation,
specifically, by combining two alternative solutions to obtain
another one. In detail, the optimal solution search starts with
a population of 400 feasible solutions, which are then used
to define a set of 200 parents. Finally, for each iteration, 80
new solutions are created by combining the others contained
in the set of parents. The maximum number of iterations for
this algorithm is set equal to 100.
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